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Journal of

Fluids

Engineering

This issue of JFE contains a number of papers addressing
the important topic of turbulence in fluid flow, especially those
aspects related to modeling. Turbulence modeling has long been
driven by a practical need to incorporate turbulence effects in
predictions of fluid flow. This need has not diminished but has
instead increased as other sources of error in predictions have
been reduced, and computational power and numerical tech-
niques have improved. The capability to compute the flow
around major components and even complete vehicles has been
demonstrated, but the resulting accuracy in quantities most af-
fected by a turbulence model, such as drag and smooth surface
separation has been inadequate.

Lacking a comprehensive fundamental theory of turbulence,
researchers and designers have resorted to approximate methods
progressing from the simple to increasingly complex as ap-
proach after approach proved limited in performance. Much of
the early work demonstrated remarkable intuition but had only
a modest mathematical foundation. Today there is an expanding
body of formal theory upon which to build, and models are
required to meet stringent criteria derived from fundamental
principles, including tensor formulation, reliability, response to
system rotation, and consistency with rapid deformation theory,
among others. Measurement capabilities, too, have improved
dramatically. Though the hot-wire anemometer has undoubtedly
produced the greatest body of information on turbulence, optical
techniques such as LDV and PIV have contributed substantially,
especially in complex or hostile environments,

Though there have been substantial improvements, the pre-
diction of turbulent flow is still far from satisfactory. The most
complex models, full second-order closures, have not generally
been found to outperform simpler models, especially in wall-
bounded flow. On the other hand, the more sophisticated of
the simpler eddy-viscosity models are based on equilibrium
concepts which should limit their applicability. The extent of
our knowledge of their usefulness has often been limited some-
what by unknown levels of error due to interaction with numer-
ics and gridding. The continued increase in available computa-
tional power will permit closer investigation of these issues in
the future.

Journal of Fluids Engineering

Editorial

Research efforts continue on a broad range of problems in
the rich, challenging field of turbulence. In this issue, papers
range from important reports on focused efforts, such as ‘‘High
Freestream Turbulence Effects on Turbulent Boundary Layers’”
by K. Thole and D. Bogard to invaluable broad contributions,
such as ‘‘Collaborative Testing of Turbulence Models’’ by P.
Bradshaw, B. Launder, and J. Lumley and ‘‘Review: Advances
in Three-Dimensional Turbulent Boundary Layers with Empha-
sis on the Wall-Layer Regions’’ by J. Johnston and K. Flack.
The particularly important challenge of predictions in the wall-
region is addressed in ‘‘A New Low-Reynolds-Number k—e
Model for Turbulent Flow Over Smooth and Rough Surfaces’’
by H. Zhang, M. Faghri, and F. M. White, and ‘‘Modeling
Reynolds-Number Effects in Wall-Bounded Turbulent Flows’’
by R. M. C. So, H. Aksoy, S. P. Yuan, and T. P. Sommer.

The papers of Johnston and Flack and Bradshaw, Launder,
and Lumley are also contributions to the Data Bank as is the
paper ‘‘An Experimental Study of a Three-Dimensional Pres-
sure-Driven Turbulent Boundary Layer’’ by M. S. Olcmen and
R. L. Simpson. Two other experimental papers address im-
portant and complex internal flows: ‘‘Development of a Two-
Dimensional Turbuilent Wake in a Curved Channel with a Posi-
tive Streamwise Pressure Gradient’’ by J. John and M. T. Scho-
beiri, and ‘‘Turbulent Flow in Longitudinally Finned Tubes’’
by D. P. Edwards, A. Hirsa, and M. K. Jensen. The collection
is rounded out by a thought-provoking paper on the interaction
of computation and experiment in ‘‘The Experimentalist and
the Problem of Turbulence in the Age of Supercomputers’’ by
M. Gharib, and a contribution from the exciting field of large-
eddy simulation, ‘‘Large-Eddy Simulation of Turbulent Flow
in a Curved Pipe’’ by B. J. Boersma and F. T. M. Nieuwstadt.
The papers cover a broad range of topics in turbulence modeling
research and should serve as an encouragement for the develop-
ment of new ideas to help us along the path toward reliable,
accurate predictions of turbulent flow based on a firm founda-
tion of scientific understanding.

L. Patrick Purtell
Office of Naval Research
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BOOK REVIEW

HANDBOOK OF FLUID DYNAMICS AND FLUID MACHINERY,

J. A. Schetz and A. E. Fuhs (Editors), John Wiley & Sons, Inc., New York, 1996.

This comprehensive work contains a very complete and ex-
tensive coverage of virtually all aspects of floid dynamics and
fluid mechinery. It has been more than three decades since a
comparable work was published edited by Victor Streeter. This
Handbook does an admirable job of bringing the newest ad-
vances in theory, experiment, computations and engineering
practice up-to-date in this important area of engineering and
applied science.

The various chapters and sections of the Handbook were
written by more than 100 distinguished international authors,
experts in their respective fields from industry, government and
universities. The editors did a marvelous job organizing the
coverage, assembling such a noteworthy team of authors and
pursuing this Herculean effort through to completion.

The Handbook is not addressed to the experts. The level of
coverage is designed such that an engineer or applied scientist
with an undergraduate training in fluid dynamics will be able
to gain an introduction into a new area of the general subject
and also be directed to critical references with more detailed
information. In addition, the Handbook contains important prac-
tical data on fluid properties, empirical correlations and perfor-
mance of fluid machinery components and systems. It will there-
fore prove very useful to practicing fluids engineers.

The Handbook is divided into three volumes for ease of use
consisting of 29 chapters with 2628 pages of text and figures.
Each volume has its own Table of Contents and an Index for
all three volumes. The appearance and usability of the book are
excellent.

218 / Vol. 118, JUNE 1996

Volume One covers Fundamentals of Fluid Dynamics in 14
chapters with 919 pages. The topics are: Equations for Fluid
Statics and Dynamics, Properties of Fluids, Non-Newtonian
Liquids, Flow of Fluids with Viscosity and Thermal Conductiv-
ity, Internal Flows, Waves in Fluids, Thermodynamics for Fluid
Flow, Fundamentals of Compressible Flows, Transonic Flow,
Hypersonic Flow, Rarefied Gas Dynamics, Unsteady Flows,
Complex Flows, and Multiphase Multicomponent Flows.

Volume Two treats Experimental and Computational Fluid
Dynamics in 8 chapters with 670 pages. The chapter titles are:
Instrumentation for Fluid Dynamics, Fluid Dynamics Ground
Test Facilities, Videotapes and Movies on Fluid Dynamics, In-
troduction to Computational Fluid Dynamics, Methods of Solv-
ing Fluid Dynamic Equations, Computational Methods for In-
viscid Flow, Computational Methods for Viscous Flow, and
Computational Methods for Chemically Reacting Flow.

Volume Three provides coverage of Applications of Fluid
Dynamics in 7 chapters consisting of 1037 pages. The chapters
are entitled: Fluid Dynamic Related Technologies; Fluid Dy-
namics in Nature; Static Components of Fluid Machinery; Posi-
tive Displacement Compressors; Pumps and Motors, Turboma-
chinery; Hydraulic Systems; and Pneumatic Systems.

The editors and authors are to be congratulated for their
selfless efforts in making the latest state-of-the-art accessible to
a wide audience. This Handbook will find a useful place in the
library of any practitioner or researcher in the field of fluid
dynamics.

The Technical Editor

Transactions of the ASME
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Review—Advances in Three-
Dimensional Turbulent Boundary

J. P. Johnston

Professor Emeritus,
Department of Mechanical Engineering,
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Stanford, CA 94305-3030, Fellow ASME

K. A. Flack

Assistant Professor,

Department of Mechanical Engineering,
U. S. Naval Academy,

Annapolis, MD 21402-5042

Layers With Emphasis on the
Wall-Layer Regions

(Data Bank Contribution)*

Current information concerning three-dimensional turbulent boundary layers is dis-
cussed. Several topics are presented including (i) a detailed description of eleven
experiments published since 1990. In nine cases cross flows are controlled by pressure
gradients imposed from the freestream, but in two cases the cross flows are wall-

shear-driven. The other topics include (ii) an examination of state of the art in
measurement technigues; ( iii ) a look at some issues and ideas in turbulence modeling,;
and (iv) an introduction to new work on the visualization and description of quasi-
coherent structures (high/low-speed streaks and turbulent vortices ) in three-dimen-
sional turbulent boundary layers.

Introduction

Turbulent boundary layers subject to forces which create
cross-flow three-dimensionality (skewing of the mean velocity
vectors ) have been studied for over 60 years. Skewed turbulent
boundary layers are more the rule than the exception in a multi-
tude of engineering flows including swept airfoils, curved ducts,
axial compressor end walls, rotating disks, the bow and stern
regions of ships, submarine hulls and so forth. Any time a force
(pressure, shear, MHD, etc.) is applied to a boundary layer in
a direction perpendicular to the local streamwise direction a
cross-flow may be generated or changed. All cases studied here
are generally designated ‘secondary flow of the first kind’ after
Prandtl. We are not going to consider weak cross-flow three-
dimensionality produced directly by anisotropy in the turbulent
Reynolds stresses seen, for example, in the corner bisector re-
gions of straight rectangular duct flows. This class of cross-
flow is often referred to as ‘secondary flow of the second kind’.

About 60 years ago, Gruschwitz ( 1935) studied the boundary
layer on the flat end-wall of a curved rectangular duct in
Prandtl’s laboratory at Géttingen. He was the first investigator
to display the cross-flow velocity component, W, as a function
of the streamwise component, U, in a hodograph or polar plot,
and his data were used to help formulate an early computational
model of three-dimensional turbulent boundary layer
(3DTBL)' effects, Mager (1952). Later, Johnston (1960) pro-
posed a simplified version of this plot and called it ‘‘triangular,”’
a designation which has unfortunately stuck to this day in spite
of the fact that real data when presented in hodograph form (W
versus U) forms a triangle with a rounded apex. By 1960, only
a handful of experimental studies existed and none of these
contained any turbulence data. A comprehensive study on com-
putation of 3DTBLs (Nash & Patel 1972), based models of
the Reynolds shear stresses on rather limited experimental data
available at the time. In the late 1960’s and early 1970’s hot-

* Data have been deposited to the JFE Data Bank. To access the file for this
paper, see instructions on p. 427 of this issue.

''We shall follow common practice by using 3DTBL to mean *‘three-dimen-
sional turbulent boundary layer.’

Contributed by the Fluids Engineering Division for publication in the JOURNAL
oF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
July 17, 1995; revised manuscript received December 13, 1995. Associate Techni-
cal Editor: D. P. Telionis.
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wire anemometry was used routinely in a few laboratories, and
some three-dimensional turbulent Reynolds stress data (about
five sets) using this technique were available by 1976 when an
early review of the subject was undertaken, Johnston (1976).
Other reviews are available today, including Bradshaw (1987),
Cousteix (1986), Humphreys and Lindhout (1988), and a re-
cent paper of Olecmen and Simpson (1993) which reviews and
evaluates the commonly used algebraic eddy-viscosity models.
Schwarz and Bradshaw (1993) clearly summarize the main
stumbling points in current efforts at turbulence modeling for
3DTBLs.

The current state of turbulence modeling for computation in
3DTBLs is not satisfactory. A principal goal of this paper is
to summarize and interpret experimental data sets on simple
3DTBLs which are shear or pressure driven, and thereby indi-
cate the role such a study may play in the improvement of
turbulence models. As noted in Johnston’s 1976 review, and
confirmed in all subsequent studies, the assumption of a single,
direction-insensitive (isotropic) eddy viscosity in 3DTBLs is
not an accurate model to represent the turbulent shear stresses.
But perhaps more important Bradshaw and Pontikos (1985)
confirmed an earlier discovery by Van den Berg and Elsenaar
(1972): skewed three-dimensional layers tend to have a ratio
of turbulent shear stress to turbulent kinetic energy (the g,
parameter often named after A. Townsend) that is lower than
observed in equivalent two-dimensional flows. It would seem
that the presence of cross-flow (mean streamwise vorticity) in
the layer, can somehow disrupt or modify the quasi-coherent
turbulent “‘eddy’’ structures responsible for the generation and
destruction of the principal shear stresses —u'v’ along the main-
flow and —w'v" in the cross-flow directions.

By the mid-1980’s hot-wire technology was widespread and
laser Doppler anemometry (LDA) was coming into incteasing
use. Recently for example, LDA measurements of turbulence
have been obtained down to y* (distance from the wall, y,
scaled on total wall shear velocity, O, = v7,/p, and kinematic
viscosity, ©) of about 7, well into the viscous sublayer, a region
not easily accessible by hot-wire methods. These and other new
experimental results have been augmented by use of a new
approach to the study of turbulence in three-dimensional flows,
direct numerical simulation (DNS). Spalart (1989), Moin et
al. (1990), Sendstad and Moin (1992), and Coleman et al.
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(1995) studied three-dimensional flows using DNS, and ob-
tained useful near-wall data for low Reynolds number turbulent
flows.

A major objective of this paper is to discuss recent experi-
mental results selected from sources that might shed some light
on the nature of skewed wall-layers with particular emphasis
on the near-wall region, below y* ~ 100. (i) Eleven cases are
reviewed individually. The experiments selected for review are
representative of the majority of current work which we con-
sider useful for advancing knowledge in turbulence modeling.
Commentary on experimental methods and accuracy of the cur-
rent data is provided. (ii) Some issues on modeling for computa-
tion are discussed, and recent data are used to illustrate some
ideas. The particular issue of effects of upstream history on
turbulence in three-dimensional flows is discussed, and some
problems of modeling in the wall layers are clarified using the
data. Finally (iii), we discuss the limited and controversial data
on the quasi-coherent structure of turbulence in 3DTBLs. In
quantity and quality these data can hardly be compared to the
extensive structure results for two-dimensional flows, see Rob-
inson (1991a, b). But, we feel that the development of greater
understanding of the three-dimensional effects such as the
strange lowering of a, cannot be achieved without better knowl-
edge of the structural details.

Summary of Recent Experiments With Skewed Layers

The purpose of this summary is to bring the reader up-to-
date on recent experimental work not yet reviewed by others.
Only those experiments which contain a reasonable amount of
turbulent Reynolds stress data are summarized in Table 1 which
also includes columns for special notations.

The review is divided according to the principal mechanism
which drives the cross-flows: nine cross-stream pressure gradi-
ent cases and two tangential wall shear driven flows. In the latter
cases, the distinction is not completely valid because additional
pressure gradients are introduced in one case (Driver and John-
ston, 1990), and in rotating disk flows, the tangential motion
. of the disk creates cross-flow in the radial direction because
radial pressure forces are not available to balance the radial
acceleration of fluid particles with tangential motion. A short
section is included to discuss some new developments in the
field, flows computed by direct numerical simulation (DNS) of
the full Navier-Stokes equations, and finally we present com-
ments on limitations of measurement techniques in use today.

Flows Driven by Transverse Pressure Gradients

(1) Schwarz and Bradshaw (1992, 1993) used a simple ge-
ometry, the flat end-wall of a constant area, square (762 X 762
mm) duct. The duct, which was approximately 4000 mm long,
included a 30 degree bend (approx. 600 mm along a central
arc) at its mid-point. The inlet momentum thickness Reynolds
number, Re,;, was 4100, 1628 mm upstream of the bend where
the reference air speed was 26.5 m/s. At the start of the bend, the
boundary layer was 30 mm thick and Reg, ~ 6000. Numerous
pressure probe and hot-wire anemometer (Method II, see be-
low) profiles were obtained along, and off, the centerline of the
flat wall upstream of, inside of, and downstream of the 30
degree bend. The streamwise pressure gradients are rather small
along the center line compared to the cross-stream gradients in
the bend region. In addition, the boundary layer was thin (§ =~
30 mm) compared to the width of the duct. Consequently, flow
from the concave, side-wall boundary layer did not enter the
region of measurement until well downstream, in the rear por-
tion of the straight duct that followed the bend. Here, the flow,
which had been skewed by up to 24 degrees in the bend, was
slowly ‘‘recovering’’ to a 2D state. The major results of this
study include details of the mean flow, all six Reynolds stresses,
and all triple products of the fluctuations across the outer layers
of the boundary layer, from y/é ~ 0.1 to 1.2. The wall-layers

220 / Vol. 118, JUNE 1996

are not resolved below the log-law region. The work is well
documented and looks quite suitable as a test case for computa-
tion with advanced turbulence models.

(2) Flack and Johnston (1993a, 1994) constructed an experi-
ment very similar to the Schwarz and Bradshaw case, but for
use in a water-flow channel with reference flow speed of 0.2
m/s and a lower Reynolds number, Rey ~ 1300, upstream of
the 30 degree bend. The boundary layer thickness, §, was 55
mm at the inlet to the bend. Like Schwarz and Bradshaw they
also had a straight duct downstream of the bend, but it was
short and only allowed for partial recovery from three-dimen-

-sional flow conditions. Their measurement technique (a three-

component laser Doppler velocimeter) was designed to pene-
trate deep into the viscous sublayers, down to y* ~ 1 for mean
speed, Q, and y* = 5 to 7 for other properties. Wall shear
stress was obtained directly from the slope of the mean velocity
profile, Q/dy, at the wall (see discussion on wall stress mea-
surement below). A complete set of nine mean velocity and
turbulence profiles was obtained along the center line of the
flat, end-wall (two upstream, five in the bend and two in the
recovery zone, downstream). These results complement the data
of Schwarz and Bradshaw in that they include the wall layers,
well below y/§ = 0.1, of a geometrically similar flow. In com-
parison to Schwarz & Bradshaw, this case is not likely to be
useful as a direct test case for Reynolds averaged Navier-Stokes
CFD codes. For example, wall static pressure distributions could
not be obtained.

(3) Flack and Johnston (1993a, b) also studied another case
in their water channel, a flow which geometrically reproduced
the case studied by Johnston (1970) on a separating boundary
layer ahead of a sharp-edged, forward-facing, ‘‘infinite’’ step,
swept back at 45 degrees on a flat wall. The Rey ~ 1500 was
again smaller than in the earlier air-flow study where Rey =~
6900. However, using the LDV instrumentation, they were
again able to look at the wall layers in detail. The number of
profiles measured was small, but sufficient to show the similar-
ity to Johnston’s case. In this case, and in the 30 degree bend,
they also obtained flow visualization data in the wall layers.

Other recent pressure driven flows are more complex than
the flows discussed above. The flows of Schwarz and Bradshaw
and Flack and Johnston have the cross-stream pressure gradient
in a single direction without reversal of sign. This leads to
cross-flow mean profiles which roughly approximate a triangle
when viewed in W versus U coordinates, the hodograph or
polar-plot form. As soon as the cross-stream gradient reverses
sign, the flows become considerably more complex with the
possibility of 180 degree reversal of sign of W in the inner part
with respect to the outer part of a W (y) profile; the polar-plot
tends to become S-shaped. Cases (4) through (9), presented
below, show this additional degree of complexity, but the last
two cases (10) and (11), do not.

(4) Olcmen and Simpson (1992) present results for flow in
the boundary layer on a flat wind-tunnel wall where the cross-
stream pressure gradient reverses downstream. Three-dimen-
sionality is of the wing-body junction type caused by a symmet-
ric airfoil mounted vertically on the flat, boundary layer wall.
The reference air speed was 27 m/s and Rey; was 6000, They
collected mean velocity and Reynolds stress profiles by LDA
at 8 stations along a mild, s-shaped space curve in the plane of
the flat wall. This curve, along which the profiles are equally
spaced, starts about % chord upstream of the airfoil disturbance
and ends.about ; chord downstream of the airfoil’s nose. The

line of profiles is off the symmetry plane by roughly % to 1
times the airfoil maximum thickness, outboard of the separation
region formed by the horseshoe-shaped vortex that wraps
around the nose of the airfoil. The wall shear stress was obtained
by oil-film laser interferometry (Asilinger 1990). In this flow
the pressure gradient along the freestream was mildly favorable,
and the cross-stream pressure gradient reverses direction be-
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tween the third and fourth downstream station. Some data below
y* = 10 were obtained, but its high uncertainty reduces its
utility beyond indicating general trends. Even further from the
wall, above y* of 50, substantial scatter is demonstrated in
profiles of the turbulence stresses and kinetic energy. (A new,
and more accurate, data set has recently been produced to re-
place the original data. Evaluation of the new data is still in
progress).

(5) Kreplin and Stiager (1993) and Stiiger (1993), describe
an experiment on a 2.4 m long, 6:1 prolate spheroid mounted
at 10 degrees angle of attack in a 3 m X 3 m low speed wind
tunnel. The Reynolds number based on model length was 4.8
X 108 for tunnel reference speed of 30 m/s. A four sensor hot-
wire probe was used to obtain boundary layer profiles of the
mean flow and six Reynolds stress components in the outer
regions from y/é ~ 0.05 to 1.0 at various azimuthal and axial
locations. Data in the wall-layers were not obtained, and wall
shear stress was not measured. The results confirmed the trends
seen in other flows as discussed under ‘‘modeling issues’’ be-
low, and the data set might be useful as a computational test
case. However, a new case, (6) below, has become available
which is geometrically and dynamically almost identical to this
flow. Improvements in measurement technique make the newer
data more attractive for future study.

(6) Chesnakas and Simpson (1994a) describe another experi-
ment on a 6:1 prolate spheroid set at 10 degrees to the wind
tunnel freestream. This paper is a sequel to earlier studies of
the same flow (Ahn 1992, Barber and Simpson 1991). The
model was 1.37 m long, the tunnel flow speed was 67 m/s and
the model length Reynolds number was 6.0 X 10°, a bit higher
than for the nearly identical case (5) above. A special feature
of this experiments is that all velocity data, up through turbulent
triple products, were obtained with a unique, three-component,
fiber-optic LDA- probe designed for this case (Chesnakas and
Simpson, 1994b). Uncertainty limitations on the data are care-
fully delineated. There is general agreement between results
presented in this case and case (5), but here the boundary layers
could be surveyed much closer to the wall, down to y* = 7 in
the lower parts of the wall-layer. Individual profiles were ob-
tained at 32 stations for five axial locations along the model
and at a number of peripheral locations spaced equally from
the windward to the leeward side. Careful attention was paid
to obtaining profiles in the region of primary three-dimensional
separation. Each profile contained only a limited number of
radial positions (14 to 17) were measured from the edge of the
boundary layer down to y = 0.1 mm from the wall. Wall shear
stress was obtained by fitting mean velocity data in the inner,
approximately collateral region to a Spalding type y*(U™)
curve over five to six points between y* = 7 and 100. Because
of its relatively simple geometry this experiment looks very
good for the purpose of comparison to computed results.

(7) Gleyzes et al. (1993) is a summary and status report on
two experiments on scaled, finite, swept-back, three-dimen-
sional wing models, being conducted in parallel in two different
wind tunnels, the LST of NLR (Netherlands) and the F2 of
ONERA (France). This cooperative effort is using many differ-
ent measurement techniques, HW methods II and III, and LDA,
to (i) show that the turbulent boundary layer flows in the two
systems are properly similar, and (ii) to study the characteristics
of the suction and pressure side boundary layers in sufficient
detail to aid in turbulence modeling for Reynolds-averaged Na-
vier-Stokes (RANS) type computation. The overall Reynolds
number (based on tunnel speed and model chord length) was
set at 3.3 X 10° in both facilities, and comparative profiles
demonstrate that the flows are indeed similar. Only a small
amount of the data is presented in this paper, but a comparison
to Schwarz and Bradshaw’s case suggests that the effects of
streamwise pressure gradients may be more important to turbu-
lence energy production than are the effects of cross-flow, even
in this case where skewing angles as high as 40 degrees were
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obtained on the suction side of the airfoil. Because this case
represents a flow of practical interest and because of the care
and attention to detail in the acquisition of data, it will almost
surely be used as a computational test case, and thus fulfill
the intentions of its authors and the European Community, the
sponsors of the work.

(8) Troung and Brunet (1992) conducted an air flow experi-
ment with reversal of the cross-stream pressure gradients as part
of a second European Community program of computational
modeling of turbulence. Using rotatable X-wire anemometry,
HW method II, they measured the mean velocity and Reynolds
stress profiles at 24 stations downstream and 21 closely spaced
stations far upstream along one flat wall of a duct with an S-
bend. Wall stress was determined by Preston tube at the down-
stream stations and the static pressure distribution was recorded
in detail. The test region consisted of a 9 m long, horizontal,
flat plate which spanned the distance between two identically
shaped, vertical sidewalls of a duct. The vertical sidewalls were
parallel and separated by 1 m. Downstream of the tunnel con-
traction, the first 3 m of each sidewall was straight; an S-shaped
portion occupied the second 3 m; and the final 3 m was again
straight and parallel to the upstream part of the wall. The free-
stream turned monotonically a total of 19 degrees over a dis-
tance of about 4.5 m (starting at flat plate’s leading edge ) before
reversal of the cross-stream pressure gradient reduced the total
turning angle to about 9 degrees at the final measurement sta-
tion, 5.5 m downstream. About 1.2 m downstream of the leading
edge, the flow was two-dimensional with a freestream speed of
18 m/s and Rey =~ 6100. Since the primary purpose of the
study was to provide a test case for modeling and computations,
detailed analysis of the data itself was not presented. Our pre-
liminary examination indicates some problems in the data for
the region below y + =~ 200 where the X-wire probe may accrue
errors due to mean velocity gradients across its measurement
volume. Fourteen additional papers in the volume where the
paper appears attempt to compute the flow by a wide variety
of methods and turbulence models. These efforts are summa-
rized by Ryhming et al. (1992) who provide some thoughtful
conclusions for those who believe their measurements may be
useful as a test case for development of turbulence models.

(9) Pompeo (1992) and Pompeo et al. (1993) present mea-
surements in a different kind of 3DTBL. The flow is created
on a flat wall with a central plane of symmetry along which
there are no cross-flows, with the primary purpose of investigat-
ing effects of spanwise strain on boundary layer turbulence. A
duct is used to create convergent flow in one case, and divergent
flow in a second case (duct reversed). The duct decreases in
vertical height as the side walls diverge so that the pressure
gradient along the symmetry plane was nearly zero, except for
the slow acceleration of the flow due to growth of the boundary
layer displacement thickness. Reynolds stresses are measured
on- and off-symmetry plane by HW method II, but near-wall
data is limited because the boundary layers were quite thin, The
upstream Re, ranged from 4000 to 4700. Off the symmetry
plane, spanwise pressure gradients cause mild skewing with
maximum yaw angles of —8 degrees in the converging flow
and +5 degrees in the diverging flow. Off-symmetry profiles
show some of the characteristics already seen in other cases;
the shear stress vector angle, vy,, tends to lag behind the angle
of the rate of strain, v,, in the outer layer, above y/6 ~ 0.1 to
0.2 (see later discussion). The turbulence parameter, a,, de-
creases by a small amount in the region of strongest cross-flow,
but reductions of the same magnitude are also evident on the
symmetry plane where there is no skewing. It appears that ef-
fects of boundary layer cross-flow on turbulence structure may
be small in this case compared to effects of spanwise strain.

Flows Driven by Transverse Wall Shear and Pressure
Gradient

(10) Driver and Johnston (1990) modified the rig used by
Driver and Hebbar (1987) so that they could apply a streamwise
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adverse pressure gradient to the swirling, axially symmetric
boundary layer on a stationary cylinder. The swirling flow was
produced upstream by a segment of the cylinder which rotated
with a surface speed equal to the upstream axial air speed, 30
m/s. The Re, was approximately equal to 6000 at the start of
the rotating section. In this case, the instantaneous values of all
three velocity components were measured with a laser Doppler
anemometer down to the edge of the viscous sublayer, as low
as y* =~ 20. A number of different cases were run with and
without swirl and axial pressure gradient. When the pressure
gradient was applied to the non-swirling, purely axial flow,
separation occurred, but with swirl the separation was sup-
pressed. This flow was qualitatively no different than other
cases, the turbulent shear stress angle lagged behind the rate of
strain angle, and the structure parameter, a,, was low with
respect to the range of values usually seen in 2-D layers, 0.14
to 0.16. In addition to acquiring a substantial amount of profile
data, the wall shear stresses were measured by oil-film laser
interferometry. Driver and Johnston analyzed their data and
compared them to results obtained by various turbulence mod-
els, including a full Reynolds stress equation model.

(11) Littell and Eaton (1992) present results on a single
rotating disk in stationary air which, in addition to mean velocity
and Reynolds stress profiles, include profiles of velocity fluctu-
ation triple products. Their disk was one meter in diameter and
built to exacting specifications in regard to flatness. It was spun
slowly to verify hot-wire probe accuracy (HW method II) in
the laminar flow regime where the theoretical solution is known.
Turbulent boundary layer flow was achieved over a substantial
fraction of the disk at Reynolds numbers (based on disk radius
and tip speed) up to 1.6 X 10°. Errors in the turbulence data
became large in the outer boundary layer (y > 0.6 §) where
the mean velocity was small relative to the hot-wire probe which
was held stationary in laboratory coordinates. The angle vy,
lagged behind vy,, but only slightly, and a, decreased a small
amount near the wall, but it was lower in the central parts of
the layer compared to most other data. The structure of turbu-
lence was investigated in some unique measurements of spatial
correlations using two X-wire probes with variation of radial
distance between their axes. A separate study of flow over a
rotating disk in stationary water was conducted by Chiang and
Eaton (1993) where they reproduced Littell’s flow conditions,
and provided some very interesting flow visualization on the
near-wall, quasi-coherent turbulence structures. Selected results
from both of these experiments will be discussed further in
separate sections below.

The important characteristics of this kind of flow, the rotating
disk, are that it is (i) fully three-dimensional in the laminar,
transitional and turbulent regions; (ii) the flow is axially sym-
metric, like case (10); and (iii) it has a very simple ‘‘effective’’
freestream pressure gradient, — pQ%r, the gradient that drives
the cross-flow when viewed from the rotating surface of the
disk. The two flows on pitched up prolate spheroids, cases (5)
and (6), and the swept, tapered wing case (7) are also fully
three dimensional, but they are strongly affected by complex
free-stream pressure gradients. All the other experimental cases
start as two-dimensional turbulent boundary layers and only
become three-dimensional downstream once they are perturbed
by cross-stream pressure gradients. The evidence of upstream
history is clear in the way their mean velocity profiles develop.
The effects of upstream history on turbulence structure and
statistical quantities, such as Reynolds stresses and turbulence
energy, need to be assessed if any real progress is to be made
in development of improved turbulence models. The geometric
simplicity of rotating disk flow and the fact that it is fully three-
dimensional makes this set of data very useful for model testing.

Other New Developments. An interesting recent develop-

ment has been the introduction of the computational method
called Direct Numerical Simulation (DNS). This method,
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which involves numerically solving the full Navier-Stokes equa-
tions, including all of the unsteady (turbulence) terms, was first
introduced in the early 1980’s in order to solve a very simple
case, fully-developed flow in a 2-D straight-walled channel, and
has been adapted to a number of other simple turbulent flows,
including 2-D boundary layers without freestream pressure gra-
dient, Spalart (1988). The results of such DNS solutions are
viewed by some workers as ‘‘experimental’’ turbulence data®
which may be used to help construct turbulence models for use
with the Reynolds averaged Navier-Stokes equations. To our
knowledge, the DNS method has been applied to two cases
where the flow contains skewed mean velocity profiles, the
mean flow is 3D and turbulent.

For the first case, Spalart (1989) simulated the boundary
layer on a flat plate with a time dependent free-stream velocity
whose direction (parallel to the wall) rotates at a constant angu-
lar rate. The flow develops mild skewing due to the instanta-
neous cross-stream pressure gradient which rotates with the
freestream. This case cannot be realized experimentally, but has
some similarity to a low Reynolds number, turbulent Ekman
layer. The turbulence is only weakly three-dimensional as the
angle of the Reynolds shear stress was in close alignment with
the rate of strain direction and, in the outer layers, @, was only
slightly lower than expected for a 2-D flow.

The second case, Moin et al. (1990) and Senstad and Moin
(1992), is also a transient flow which is not easily replicated
experimentally. Here, a 2-D fully-developed, pressure-driven,
turbulent channel flow is turned by the application of a spanwise
pressure gradient. For a period of time the mean velocity profiles
are skewed, but eventually flow reverts to 2-D along an axis
aligned with the vector representing the sum of the original
pressure gradient and the imposed spanwise gradient. They
found that the changes observed in Reynolds shear stress, turbu-
lent kinetic energy, and the parameter a, during the 3-D transient
period must be due to ‘‘subtle effects of three-dimensionality.”’
After the spanwise pressure gradient was imposed, the temporal
changes in turbulence statistics, as the flow developed, were
relatively slow compared to the turbulence time scales and thus
the flow could be investigated with the objective of understand-
ing the details of the mechanics of the structure, some of which
will be discussed below in the final section.

Comments on Measurement Techniques and Accuracy.
Hot-wire anemometry has advanced slowly in the past decade,
and it is still the main method for the measurement of the
properties of simple and complex turbulent shear flows. There
are three principal approaches, HW Methods I, II and ITI. These
designations, which are useful for our purposes, were used by
Pompeo (1992) in a more detailed review of hot-wire methods
for 3DTBLs.

HW Method I employs a single normal or slant wire probe
which is rotated into enough angular positions to resolve as
many components of the mean velocity vector and turbulence
properties as are desired. Although conceptually simple, this
method has been used very little in recent years. Probe stem
flow interference causes Method I to suffer from somewhat
higher measurement uncertainty than Method II because the
stem is aligned perpendicular to rather than along the predomi-
nant mean flow direction.

In HW Method II, an X-probe with two wires at =45 degrees
to the probe axis is operated with its axis along the local mean
velocity vector determined a priori by independent means, a
three- or a five-hole pressure probe survey for example. The X-
probe is then rotated about its axis to enough different positions
to produce all desired turbulence correlations. In addition to

2 DNS results are now restricted to flows at lower Reynolds numbers because of
severe grid resolution problems, even on current generation large scale computers.
Turbulent boundary layer computations for Re, as high as 1400 were acheived
by Spalart (1988) and these results are closely matched to experiments at the
same Reynolds number (Johnson and Johnston, 1989).
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providing alignment information for the subsequent X-probe
survey, a pressure probe survey, when properly implemented,
generally gives more accurate mean velocity profiles than ob-
tainable by hot-wire anemometry. Schwarz and Bradshaw
(1992) agreed with Anderson and Eaton (1989), and others,
that uncertainties (20:1 odds) of 5 percent of measured value
for normal stresses,. u'u’, v'v’ and w'w’ are attainable. In the
case of the shear stresses, uncertainties of 10 percent for u’'v’
and w'u’ and 15 percent for v'w’ are achievable. Reynolds
stress profiles with scatter greater than these values should be
viewed with caution. It is yet to be determined what uncertain-
ties are likely to apply for triple and higher correlations, but
results from TKE balances suggest that they are not much differ-
ent than for the double correlations.

HW Method III involves the use of a probe with three or
more wires set at different angles and operated simultaneously.
The method is mechanically less complex than Method II, be-
cause the probe is not rotated about an axis to different positions.
The idea is to obtain the complete, instantaneous velocity vector
at a point, the components of which are subsequently resolved,
and, with time averaging, the mean velocity and all turbulence
statistics result. Despite its apparent attractiveness, Method III
has not been very successful in practice for a variety of reasons.
The most important is the larger size of most multi-wire probes,
leading to susceptibility to large errors in regions with steep
instantaneous velocity gradients. Pompeo (1992) has drawn
some interesting conclusions concerning the use of Method III
and why he finally had to resort to Method II. In essence, he
could not reduce errors sufficiently, for small, but physically
realizable probes.

Recently, Lofdahl et al. (1995) compared performance of
HW Methods I, 11, and IIT together with a new heated element
probe which is based on Silicon sensor technology. They em-
ployed the S-bend facility described by Truong and Brunet
(1992), Case (8) above, and measured two-dimensional pro-
files upstream and three-dimensional profiles at several down-
stream stations. In the two-dimensional case, all methods were
in fairly good agreement with each other as well as with pub-
lished flat plate data for similar flow conditions. This was not
the case in the three-dimensional regions of the flow. Methods
I and II were in good agreement at stations where the yaw
angle was small, but method I, the rotatable, slant, single-wire,
deviated some from the other results downstream where local
yaw is larger. At all stations, the reference direction of the
crossed-wire probe (II) and the triple-wire (IIT) were aligned
with the predetermined local mean yaw angles across the profile,
but the single-wire (I) was fixed in the yaw direction of the
local free-stream. The results indicated that Method I loses reso-
lution of local yaw angle as the angle changes across the profile.
In general, the authors conclude that a large separation between
the measuring volume and the probe body is desirable to mini-
mize probe blockage effects, and that local alignment with the
predetermined mean flow direction is required for accurate mea-
surements.

In all 3DTBL cases seen to date no attempt has been made
to use sub-miniature probes as has been the case for a few 2D
boundary layer flows. If the near-wall region is to be success-
fully measured by hot-wire methods, such probes will have to
be developed. Up to this date, full Reynolds stress profiles have
not been achieved for y* < 50 by any of the hot-wire methods.

Laser-Doppler anemometry (LDA) in air, or Laser-Doppler
velocimetry (LDV ) in gas or liquid has been employed by sev-
eral investigators: Cases 2, 3, 4, 6, 7, and 10, Table 1. There
are a number of reasons for selection of LDV, two being: (i)
flow-probe interference effects are nonexistent, and (ii) mea-
surements very near the wall may be obtained. In lower Reyn-
olds number water flows, like Flack and Johnston’s cases, the
boundary layers and wall layers are thick so no exotic technol-
ogy is required to obtain data of low uncertainty deep in the
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viscous and buffer layer regions. Here, a standard three-beam,
two-color Argon ion system for # and v components was com-
bined at the measurement volume with a red (He-Ne laser)
waterproof probe on a fiber optic cable for measurement of the
w component. The method developed for 3D came directly from
well established results in 2D boundary layers, Johnson and
Johnston (1989), who showed that it was sound by comparing
measured Reynolds stress profiles to profiles computed using
DNS, Spalart (1988). Both experiment and computation were
at a Reynolds number, Re,, of approximately 1400.

The methods for employing LDA in air flows at higher Reyn-
olds numbers are quite different between (i) Driver and John-
ston (1990), and (ii) Olcmen and Simpson (1992) and Chesna-
kas and Simpson (1994a, b). Method (i) is a conventional
multi-beam, Bragg-shifted, three-color (blue, green, violet) sys-
tem with 60 degrees between axes of the beam pairs. Three
components of velocity could be obtained down to within 0.5
mm of the surface. The seeded flow was electronically gated to
assure that the velocity vector of a single particle was obtained
at any instant. This requirement for simultaneity reduces verified
data acquisition rates to rather low values and thus increases
time to obtain stable averages. This was not a problem in
Flack & Johnston’s water flow studies where seeding was copi-
ous, but in air flows seeding difficulties can lead to problems.
We will not attempt to describe method (ii) which is unique to
Professor Simpson’s wind tunnels.” In its most recent version,
method (ii) involves some special short focal length technology
to create a very small measuring volume (0.055 mm on a side).
This permits measurement of three orthogonal components (u
+ v, u — v, w) to within 0.2 mm of the surface.

The optics in Flack and Johnston’s cases assured that the
measurement volume’s diameter was about 1 viscous wall unit
in the vertical (x — y) plane and 7 wall units in the spanwise,
z-direction. A viscous wall unit (length) equals »/Q. . Coinci-
dence timing was also used here to help assure that all three
velocity components were coming from a single seed particle.
For Driver and Johnston, the respective measurement volume
was about 24 by 80 wall units, and this obviously limited the
useful distance from the wall to about y* of 20 to 30. Chesnakas
and Simpson obtained results down to y* = 7. The absolute
uncertainty of data obtained by LDV methods is subject to
errors not seen in other methods; All the methods used in air
flow studies had to correct their data for bias errors, but Flack
and Johnston did not. It would appear, upon examination of
scatter in data profiles, that the uncertainties for Olcmen and
Simpson (1992) are a bit higher than those by the more conven-
tional LDV methods. Also uncertainties in the other LDV results
appear to be as low as measurement uncertainties in good hot-
wire results. However, these informal observations should not
be generalized.

Finally, in regard to the accuracy of turbulence statistics in
the wall layers, note that the turbulent shear stresses drop to
less than j of the total shear stresses at y* ~ 10 to 12, and at
y* < 5 all the Reynolds stresses become very small indeed.
Consequently, accurate measurement of these small quantities
in the viscous sublayers of any turbulent boundary layer is very
difficult, no matter what method is being employed. Since the
region of greatest rate of production and dissipation of turbulent
energy and stress is just above the viscous sublayer, improved
methods for turbulence measurement in the wall-layers, below
y* =~ 30, would be welcome,

Wall shear stress magnitude and direction should be obtained
by direct methods. They should not be deduced or - inferred
indirectly especially if the near-wall region of the flow is to be
understood, a fact appreciated by Olcmen and Simpson (1992).
Three different methods (a, b, and ¢) of direct skin-friction

* Department of Aerospace and Ocean Engineering, V.P.I. & S.U., Blacksburg,
VA 24016.
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Table 1 Experimental flows reviewed

(Case) Authors (dates) Useful y* Direct wall Useful as
Typical Re numbers Flow description Results and Techniques range stress data? CFD case
(1) Schwarz and Bradshaw  30° const. area bend over  Full Re stress tensor >100 No, fit to log- Yes (done by
(1992, ’93, *94a) flat wall, pressure triple correlations law near y* author)
Re, =~ 6000 gradients ~ 0 along HW method II = 100
freestream
(2) Flack and Johnston 30° const, area bend over  Full Re stress tensor >2 for mean  Yes, mean No (no p(x, y)
(1993a, ’94, *95) flat wall, pressure triple correlations vel. profile slope data)
Rey ~ 1300 gradients ~ 0 along Laser Doppler >10 for below y* = 4
freestream Veloc. (structure turbulence
visualization)
(3) Flack and Johnston 45° infinite swept foward-  Full Re stress tensor >2 for mean  Yes, mean No (no p(x, y)
(19934, ’93b) facing step triple correlations vel. profile slope data)
Rey =~ 1500 Laser Doppler >10 for below y* = 4
Veloc. (structure turbulence
. visualization)
(4) Olcmen and Simpson Thick, symmetric airfoil Full Re stress tensor >10 Yes, oil film Maybe
(’92, '95) standing on a flat wall Laser Doppler
Rey =~ 6000 Veloc.
(5) Kreplin and Stiiger 6:1 prolate spheroid at 10°  Full Re stress tensor >100 No No
(1993) angle of attack HW method III
Re, = 4.8 X 10°
(6) Chesnakas and Simpson  6:1 prolate spheroid at 10°  Full Re stress tensor >7 No, fit to” Yes
(1994a, b) angle of attack triple correlations y (U™*) for 7
Re, = 6 X 10° Laser Doppler <y* <100
Veloc.
(7) Gleyzes et al. Swept back, tapered Full Re stress tensor >100 No Yes
(1993) wings, pressure & triple correlations
Re, = 3.3 x 10° suction surfaces HW methods II and
. 1II and Laser
Doppler Veloc.
(8) Troung and Brunet ‘S”’-shaped channel with  Full Re stress tensor >100 No, Preston tube Yes (Test case I)
(1992) layer on flat end-wall HW methods II and :
Re, ~ 6100 111
(9) Pompeo (1992) Symmetrical converging/ Full Re stress tensor >100 Yes, direct force  Yes (done by
Pompeo et al. (1993) diverging flows over HW method II author)
Re; =~ 4700 flat wall
(10) . Driver and Johnston Axial flow over a Full Re stress tensor >20 Yes, oil film Yes (done by
(1990) stationary cylinder triple correlations author)
Re, ~ 6000 downstream of a Laser Doppler
rotating cylinder with & Veloc.
without adverse axial
pressure grad.
(11) Littell and Eaton Rotating, single disk flow  Full Re stress tensor >100 No, fit to log- Yes
(1991) in stationary air triple correlations law near y*
QR*v ~ 1.6 X 10° HW method II = 100

(structure data)

Re numbers: Re, based on freestream speed and bl momentum thickness; Re, based on fs speed and body length; Case (11): R = radius, 2 =

rotor speed

stress measurement were employed by some of the authors
reviewed here, see Table 1. All the others used indirect methods
such as a surface fence, a Preston tube, a fit of the velocity
profile to a law-of-the-wall (a log-law, or a relation for the
buffer layer region), or a surface heat-flux meter, all of which
depend on calibration in known 2D flows. Direct method (a),
a mechanical, surface-force balance, was used by Pompeo et
al. (1992, 1993) to measure the surface-force vector directly.
Method (b) the oil-flow method, where the rate of change of
thickness of a very thin film of oil is measured by laser interfer-
ometry, was used by Olcmen and Simpson (1992). Driver and
Johnston (1990) used this method for the stress magnitude, but
determined the direction of the surface flow by measurement
of angles of oil drop traces after the drops ran and dried on
absorbing paper. The wall stress angles from both of these
experiments seemed to be relatively inaccurate with an uncer-
tainty as large as +2 degrees in some regions of the flow.
Method (c), the measurement of velocity profile slope at y ~
0 (actually in a thin region out to y* =< 4) provided reasonably
accurate data on the magnitude of the wall shear in Flack’s
studies (uncertainty of * 5 percent), but estimates of the wall
flow angle had relatively high errors, again on the order of +2
degrees. Ultimately, a new or improved method which obtains
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more precise (*0.5 degrees) wall flow angles would be wel-
come in 3DTBL experimental research.

Modeling For Computation

Equations and Notation. For reference, it is useful to in-
troduce the Reynolds-averaged equations of motion appropriate
for a steady (in the mean), thin turbulent boundary layer on a
smooth flat surface.* In addition to these assumptions, the effects
of heat transfer and compressibility are neglected, and rectangu-
lar coordinates (x, y, z) will be used. For convenience in inter-
pretation of data, the x-coordinate and the U-component of ve-
locity are usually assumed to be directed along the local free-
stream velocity, U,, the main-flow at the outer edge of the layer.
The axis y and velocity V are' normal to the wall, so that z and
W point in the cross-flow direction. The mean velocity profiles
are often depicted as shown in Fig. 1 which also shows the wall
shear stress.

With these conventions and assumptions, the continuity equa-
tion of the mean flow is:

4 Almost all experimental data corresponds to these conditions and the condition
of constant density flow, so it is of little value to expand our equations further.
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Freestream

Fig. 1 Main flow, U, and crossflow, W, mean velocity profiles in coordi-
nates aligned with the local freestream so total skew angle between wall
shear stress and freestream is Ay

a
ﬂ_j + __Y + 3_“/ — 0 (1)
ox dy 0z
The mean momentum equation in the mainflow direction is:
U _QL] + Va_U + Wég
ox dy 0z
T
_ lé_P + d(—u'v' + volU/dy) (2a)

p Ox dy

and the mean momentum equation for the cross-flow direction
is:

Uﬂ/+vﬂ+ Wa_u/
ox dy 0z
v
__l%+6( v'w’ + voW/dy) (2b)
p 0z ady

U, V, W are the mean velocity components, and P is the mean
static pressure which, according to the thin shear-layer approxi-
mation, is independent of y. Stated explicitly, this approxima-
tion requires that | V| < Q where Q = YyU* + W? is the magni-
tude of the velocity vector in the plane parallel to the wall.

At this level of approximation, models must be provided for
only two components of the Reynolds stress tensor, —u'v’ and
—w'v’, the turbulent shear stress components parallel to the
wall which appear in Eqs. (2a,b). In the plane of the wall the
total shear stress ¢ is a vector with components ¢, = —u'v’ +
vdlU/dy and t, = —w'v’' + vdW/dy. The viscous parts of the
stresses are negligible outside of the viscous sublayer, y* >
30. In addition to two Reynolds shear stresses, the four other
components of this stress tensor (—u'u’, —v'v’, —w'w’, and
—u'w'), the third order correlations (—u'u'u’, etc.) and some
forth order terms (e.g. —u'u’u’u’, etc.) should be measured
and presented in experimental results. They are frequently used
in equations for modeling the Reynolds stresses. In the simplest
models, only —u'v" and —w'v’ are considered. This level of
modeling is representative of current practice even though more
advanced modeling may utilize model equations for all six
Reynolds stresses.

Modeling Issues

Isotropy of Eddy Viscosity. At the. present time, the only
models generally used by industry for computation of practical
flows (e.g. over swept back wings) assume that the turbulent
eddy viscosity is a simple scalar despite experimental evidence
to the contrary. In general, the eddy viscosity should be repre-
sented by a fourth order tensor, but as noted, in the thin shear
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layer limit, there are only two significant turbulent shear
stresses, consequently a two-component vector eddy viscosity
suffices, namely:

Ve = ~u'v'[(8U/dy) (3a)

and

v, = —w'v'/(dW/dy) (3b)

The eddy-viscosity ratio, N, = v,,/v,, is often used to show
the deviation of the stresses from isotropy, the condition where
N, = 1. Unfortunately, N,, is not invariant with respect to rota-
tion of the coordinate axes about the y-axis, and thus it cannot
be generally useful in modeling (see comment below re Rotta-
T model). Nevertheless, many experiments are available where
this ratio has been presented in local freestream coordinates so
that the results from various sources may be compared to each
other. The experiments show that N, values are widely scattered,
but most of the cases indicate that N, < 1 for flows which
develop cross-flows, starting from a two-dimensional, turbulent
condition. N, values as low as 0.2 have been observed although
it is much more common to see N, in the range from 0.6 to 0.8
after a sustained region of cross-flow development. There are
a few exceptional cases which have N, > 1, for reasons that
are not currently understood.

Another method for examination of anisotropy of the eddy
viscosity is to compare the directions of the shear-stress vector,

Y- = atan <_W——, v,> (4a)
—uv
and the velocity-gradient vector,
ow
dy
=atan [~ 4b
Y, = a tan U (4b)
dy

If these angles are different, then the eddy viscosity is aniso-
tropic. Compared to the eddy viscosity ratio, N,, the angle dif-
ference (y, — 7-) is invariant with respect to coordinate system
orientation, and thus it might be useful in modeling. In addition,
we prefer this approach because when profiles of y, and v, are
compared together with the cross-flow deviation angle,

= a tan K
Y U/

one may easily visualize the relative magnitudes of ‘‘lead”’ or
‘“‘lag’ of the angles in many simple flows, and lead and lag
may be interpreted in physical terms as noted below.

As an example, Fig. 2 is shown to illustrate the point. Here,
the angles (measured relative to local free-stream direction) are
plotted versus y* for two stations of the bend flow by Flack
and Johnston (1993a). The 30° station is at the end of the bend
following a prolonged region of cross-flow development, and
the R2 station is located further downstream in the straight duct
where the flow is starting to recover back to a two-dimensional
state even though the turning angle, vy, across the boundary
layer is still large. In this case, y, lags behind vy, in the outer
regions but it leads y, near the wall, in the inner buffer layer.
At the end of the bend, these lags and leads are substantial, and
an isotropic state, (y, — v¥.) = 0, occurs in a very limited zone,
20 < y* < 40. Both the lag and the lead are reduced in the
downstream recovery, R2, profiles and the isotropic region is
larger, 20 < y* < 100. Because the magnitudes of the turbulent
shear stresses are small compared to the viscous stresses for
y+ < 10, the assumption of isotropy out through the middle
of the buffer layer (neglects inner region ‘‘lead’’ ) may be satis-
factory for practical turbulence models. Furthermore, if |(y, —

(4¢)
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v.)| < 10 deg. than the errors in assuming eddy viscosity
isotropy should be less than 2 to 3 percent. Only in cases where
the outer region lag exceeds 10 to 15 degrees are larger errors
anticipated. Many 3DTBL’s in practice probably meet these
criteria, and thus the isotropic assumption may be sufficient for
many practical cases.

Physically, the lag effect in the outer layer is believed to result
from the residual effects of the 2D boundary layer upstream of
the bend. Slowly decaying large eddies convected downstream
carry the history of their upstream orientation and thus contami-
nate the effects of the more recently developed eddies from the
turning region in the bend. The near-wall lead effect is more
difficult to understand, but it is a indicator that the eddy structure
in the inner layers may be substantially different from 2D
boundary layer flows. Evidence for such structural changes is
discussed further below.

Structure Parameter, a;. A second important issue is how
to represent and mode] the observation that the magnitudes of
the turbulent shear stress,

T, = u!vl2 + vlwl2 (5)
and the turbulence kinetic energy,
k=%(u'u’ +v'v +ww') (6)

are different in 3DTBLs than in two-dimensional flows. The
ratio, a; = 7,/2k, called the structure parameter or “Townsend’s
structure parameter’, is generally used to discuss this effect.
The quantity a; may be thought of as an “‘efficiency’’ relating
the ability of random turbulence energy to sustain the cross-
correlated fluctuations responsible for turbulent shear stress and
its behavior provides quantitative evidence that cross-flows dis-
rupt the turbulent processes which generate higher levels of
turbulent stress. Some ideas corncerning the underlying physics
of the disruption process are reviewed below in the section on
quasi-coherent structure. General knowledge on the effect has
been accumulating for 20 years, but it has yet to be effectively
employed in a practical model. Some of our thoughts on the
subject are presented below in the hope that they may inspire
a new or improved model. ‘
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Ay, Total skew angle (degrees)

Fig. 3 Typical values of structure parameter, a,, for the turbulent inner
layers (y/8 ~ 0.1) versus local value of total skew angle. Flows identified
in Table 2.

In the limit, g, must go to zero at the wall.” In most two-
dimensional turbulent boundary layers it increases from zero,
through the buffer layer out to y* ~ 30 to 50 (y/6 ~ 0.1 to
0.2) where it obtains a value of a; =~ 0.15 * 0.01. In the central
regions, below y/é ~ 0.7 to 0.8, it stays nearly constant at 0.135.
Finally, in the intermittent outer regions (y/6 > 0.8) 4, drops to
low values, but experimental evaluation becomes very uncertain
here. Almost all our data on a; were obtained for 2D boundary
layers under constant freestream velocity. However, some re-
duction in a,, below the nominal value of 0.15, have been
observed in cases with strong adverse pressure gradients. Fur-
thermore, substantial reductions are seen in a number of 3DTBL
experiments, down to values as low as 0.03 to 0.05 at y/6 ~
0.1 in the case of the Anderson and Eaton (1989) flows.

This is illustrated in Fig. 3 where the a, values for the turbu-
lent near-wall region (y/§ =~ 0.1) of nine selected cases (Table
2) are plotted against cross-flow skewing angle, the total turning
angle of the local mean velocity profile, Ay = yya — VYe.
Driver and Johnston (1990) already demonstrated that Ay, or
alternatively, the ratio of peak cross-flow velocity to freestream
velocity, Wi/ U,, were useful parameters for sorting 3D results
in terms of strength of cross-flow. Clearly, an increase of skew-
ing generally drives a, down, but other effects must be responsi-
ble for the differences between the various cases because the
spread in g, values shown in Fig. 3 is larger than the measure-
ment uncertainty. These effects are thought to include; (i) the
cross-flow pressure gradient, dp/dz, a driving force that causes
skewing, (ii) the streamwise pressure gradient, dp/dx, (iii)
the boundary layer Reynolds number, Rey = 6U,/v, based on
momentum thickness, (iv) the upstream initial conditions (2D,
3D, laminar, turbulent), and (v) the ‘‘history’’ of the flow as
conditions are affected by the parameters taken in combination,
and the distribution of parameters as the flow develops down-
stream.

Two cases in Fig. 3 illustrate the point. The bend end-wall
boundary layers of Schwarz and Bradshaw, indicated by the
symbol (V), and Flack & Johnston (A) have similar initial
conditions (2D and turbulent), and similar pressure gradient
histories but quite different Reynolds numbers. Maximum
skewing, before recovery begins near the end of the bend, is
larger for the lower Reynolds number flow. At low Reynolds
number, g, in the wall-layer region (y/é ~ 0.1) appears to be
rather closely controlled by local skewing and less dependent
on the history of flow development. As evidence, note that the
hysteresis loop in the (A) curve is small as skew angle drops
back to lower values in the region where the flow relaxes (— dp/
dz is reduced) in the downstream end of the bend and straight

® Starting at the wall and expanding by Taylor’s series gives: 4’ = 0 + a;y +
Byl + s 30 =0+ ay+ Boyi+ csandw =0+ azy + Say> + -+ The
coefficient a, = 0 in the expansion of v’ due the constraint of continuity, see
equ. (1) which also applies to the fluctuations. Considered at an instant in time
a =2 u'v'/(u'u + o'y +ww')xv'/y' «xy /lyxy Thusa, =0aty =0,
the wall.
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Table 2 Key to symbols in Figs. 3, 4, 5, and 6

Reference aploz dplox Remarks
] Anderson and Eaton (’89) >0 >0 Flat, end-wall flow driven by vertical 90 deg. wedge.
Case 1, at St.-5 in Figs. 4-6 Rapid development under strong pressure grads.
O Anderson and Eaton (’89) >0 >0 Flat, end-wall flow driven by vertical 60 deg. wedge.
Case 2, at St.-5 in Figs. 4-6 Rapid development under strong pressure grads.
¢ Bradshaw and Pontikos ('85) >0 >0 Flat wall flow simulating swept back, ‘‘infinite”’
at St.-9 in Figs. 4-6 wing. Very similar to Elsenaar & Boelsma (74).
o Elsenaar and Boelsma ('74) >0 >0 Flat wall flow simulating swept back, ‘‘infinite’’
at St.-9 in Figs. 4-6 wing. 3D ordinary separation at station, St.-9.
v Schwarz and Bradshaw (’93, *93) >0 ~( Along centerline of end-wall of 30 deg. bend.
at 30 deg station, bend exit Momentum thickness Reynolds number at inlet,
Rey ~ 6000
A Flack and Johnston (*93a, '94) >0 ~0 Along centerline of end-wall of 30 deg. bend.
at 30 deg station, bend exit Conditions and geometry same as above, but
lower Reynolds number, Re, ~ 1400
+ Driver and Johnston (’90) =0 =0 Axially symmetric 3DTBL on cylinder relaxing back
Case A.S1, at x = 6" in Figs. 4-6 to 2D
X Driver and Johnston (*90) =0 >0 Same as above, but with imposed axial, adverse
Case D.S1, at x = 6" in Figs. 4-6 pressure gradient
[m] Littel and Eaton (’91) >0% =0 Boundary layer on rotating, flat disk. radius = 1 m.

at radius = .421m, Re = 1.3 x 10°

Re based on disk tip speed and tip radius.

Note: Freestream pressure gradients: dp/dz in crossflow direction, dp/dx along local freestream
* In disk flow dp/dz is a “*virtual’’ gradient, pU?/r, caused by centrifual acceleration.

recovery region. The larger loop in the high Reynolds number
case, Schwarz and Bradshaw ( V), shows only small a, changes
as — dp/dz and skewing increase along the bend’s inlet region,
but as the flow relaxes again downstream (bottom of the loop)
the a, values fall and come into agreement with the data from
the low Reynolds number case. The lag in the response of a,
to changes in the force driving skewing, — dp/dz, is an indicator
that flow development history is important in consideration of
turbulence structure, and consequently any valid model must
account for this fact.

The effects of flow development history are also shown in
Fig. 4 where profiles of a, versus y/é are plotted. For each case,
the profiles are selected from downstream stations, near the
location of maximum total skewing, Ay, for the particular flow.
Near the wall where y/6 =~ 0.1 to 0.2, the effect of turning on
a, is smallest for two cases, ([J) the rotating disk flow, and
(V) the higher Reynolds number bend flow. The lower Reyn-
olds number bend flow (A) has a lower value of a; in this
region due to the larger skewing for this profile, as already
noted above. The largest near wall reductions in a, are seen in
the two cases (@ and 4 ) with strong streamwise pressure (p/
dx) gradients and large skewing. For the central regions, from
y/6 ~ 02 to y/6 =~ 0.7, a, increases as y/b increases in five
of the seven profiles. For these five cases the upstream initial
condition was a well developed, turbulent, 2-D flow which had
almost constant values of ¢; =~ 0.15 from y/6 ~ 0.1 to y/6 ~
0.7. The rotating disk flow by contrast is structurally fully three-
dimensional from its origin, and shows the opposite trend, a;

Typlcal 20 value

T T T T T T T T
02 03 04 05 06 07 08 09
y/d

0 01

Fig. 4 Typical profiles of structure parameter, a,, versus dimensionless
distance from the wall, y/5. Flows and profile locations identified in
Table 2.
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decreases as y/§ increases. These results suggest that the struc-
tural changes leading to low a, start in the wall-layers where
the flow turning are largest and propagate away from the wall
by turbulent diffusion processes. The effects of streamwise pres-
sure gradient, dp/dx, and Reynolds number are also important,
and may be qualitatively explained by sorting and comparing
certain cases discussed below.

Four profiles of comparable Reynolds number are shown in
Fig. 5. (i) Two cases of decaying skewed flow (dp/dz = 0)
by Driver and Johnston (1990) are shown where one case (+)
has constant freestream pressure and the other (X) has an ad-
verse streamwise pressure gradient, dp/dx, imposed. Near the
wall the effects of skew dominate and the profiles tend to over-
lap, but father out, above y/é ~ 0.25, where skewing is small,
the curves spread apart. The profile (X) with the adverse pres-
sure gradient shows lower a; values. (ii) The other two cases
(®,3p/dx > 0) and (V, dp/dx = 0), were flows with increas-
ing skew as the flow developed downstream, have dp/dz < 0.
Streamwise adverse pressure gradient definitely tends to reduce
a; near the wall, in one case (@) well below the reduction
caused by skewing alone. Consequently, the history of the flow
in regards to distribution of streamwise pressure gradients is
also of consequence.

Finally three profiles are isolated in Fig. 6 to illustrate the
effects of Reynolds number on flow development history in the
absence of streamwise pressure gradient effects. Downstream
profiles of a; from the high Reynolds number (V) and low
Reynolds number (A) bend flows show that the initial, 2D
turbulence structure decays more rapidly at low Reynolds num-
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Fig. 5 Profiles of a; versus y/é to illustrate effects of streamwise pres-
sure gradients. Flows and profile locations identified in Table 2.
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Fig. 6 Profiles of a, versus y/é to illustrate effects of Reynolds number
and degree of development. Flows and profile locations identified in
Table 2.

ber because ¢, in the outer layers is lower everywhere, not just
near the wall. This lowering may also be attributed to the more
rapid outward diffusion of the skewing effect from the wall.
The third curve ([J) is from the disk flow of Littell and Eaton
where the Reynolds number is higher than the low Reynolds
number bend case (4A). Except near the wall, for y/§ < 0.2,
the profiles nearly overlap. It is hypothesized (see below) that
the disk flow profile represents conditions for a 3D ‘self-preserv-
ing’ state, analogous to fully-developed pipe flow, where turbu-
lence structure is only weakly dependent on Reynolds number.
Interestingly, like fully-developed pipe flow, the mean velocity
profile of the Littell and Eaton disk flow show no evidence of
a wake function. The log-law region extends out almost to the
free-stream. The rapidly developing low Reynolds number bend
flow may be approaching a ‘self-preserving’ condition which
is independent of initial conditions, and as a consequence the
a, profile comes close to the disk flow profile, except near the
wall where differences due to Reynolds number effects should
be noticed in y/é coordinates. All the other, higher Reynolds
cases, like (V) in Fig. 6, preserve some of the upstream, 2-D
turbulence structure and thus a, is higher in the outer parts of
the boundary layer.

The disk flow is fundamentally different that the other cases
shown here because it is three-dimensional from its birth as a
laminar layer near the center of the disk. Transition to turbulence
was three-dimensional, a process which is basically different in
that the primary instability mode consists of streamwise vortical
structures with a single sign of rotation. The turbulent develop-
ment downstream of transition is also three-dimensional as it
takes place in the presence of skewed mean velocity every-
where. It is for this reason that the high Reynolds number case
of Littell and Eaton may be thought of as-attaining a ‘self-
preserving’ three-dimensional state. Turbulence models should
recognize this idea, and be able to approach such a state where
a,, the efficiency of conversion of random turbulence energy
to turbulent shear stress magnitude decreases across the outer
boundary layer in the presence of skewing in the mean flow.

The discussion above concentrates on the fully turbulent parts
of the boundary layer, but what of the details concerning the
very near-wall regions, for y/6 < 0.1?7 It is seen from the
preceding that 3D effects are strongest near the wall and in
many cases they diffuse outward from the wall as the flow
develops downstream starting from a non-self-preserving initial
state. Flack and Johnston (1993a) recently obtained useful tur-
bulence data below y* ~ 10. The new data set by Chesnakas
and Simpson (1994) and Ochmen and Simpson (1995) should
also be useful.

Data from case (2), Flack and Johnston, are illustrated in
Fig. 7 to show some effects of skewing on profiles of a, plotted
versus y* all the way down to the viscous sublayer. Once the
flow enters the bend g, is reduced by 5 to 20 percent relative
to equivalent 2-D flows from y* ~ 100 all the way down into
the viscous sublayers. The final profile at the end of the bend
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(@) shows the largest reduction, particularly in the region above
y+ = 50. Also, an increase is noted for the profiles (X) in the
straight recovery duct where the skewing effects start of relax
downstream. More results from the viscous and buffer layers
are needed for substantiation and extension of these early results
before firm conclusions can be drawn. However, it is interesting
to speculate that application of skewing somehow disrupts the
rather orderly, quasi-periodic development of structures that
leads to shear-stress producing eddies, and as a consequence
the ‘‘efficiency’’ of shear stress production is reduced as is
reflected in decreased values of a;.

Evaluation of Models. There have been a few concerted
attermpts to evaluate the effectiveness of models proposed for
3D boundary layers. Isotropic mixing length models and two
one-equation turbulence models, one of which allows for lag
in the stress angle, Bradshaw (1969), were tested against a set
of four different flows in Wheeler and Johnston (1973). Some
of the conclusions obtained then are not much different than
those reached recently by others.

Olcmen and Simpson (1993) analyzed eight different experi-
mental flows (six pressure-driven and two shear-driven) in re-
gard to the applicability of various models for the eddy viscos-
ity, including an algebraic (‘‘zero-equation’’) model (Cebeci-
Smith), the Rotta-T model, a one-equation (k) model (Patel),
and a 3-D implementation of the Johnson-King model. Three
of these models (C-S, Patel and J-K) are isotropic, i.e., require
Y. = v,, and therefore can’t represent stress lag or lead effects.
However, the authors suggest that the J-K model can be used to
compute the shear stress magnitude in pressure gradient driven
flows. Only the Rotta-T method (specifies a constant value of
N, across the layer) can account for the lag or lead effects, but
a wide range of values from N, = 0.5 to 1.5 is needed to
satisfactorily agree with the eight cases examined. The authors
fail to note that Rotta-T is not invariant in regard to choice of
coordinate direction as a proper model must be, and this is the
reason (i) why one cannot expect a universal value of N,,
and (ii) why the model should not be used except in special
circumstances.

Higher order models are starting to be examined for their
general applicability to 3DTBLs. Recently a few workers have
measured complete profiles of turbulence statistics up through
triple products and flatness factors, data which is necessary to
directly test full Reynolds stress equation models, term-by-term.
Some interesting results are being produced, see Schwarz and
Bradshaw (1992, 1994b) but it is still early to summarize results
of these pioneering efforts.

Some workers are implementing existing models, and com-
puting their results as single test cases. For example, Driver
and Johnston (1990) utilized three different models: a mixing

Fig. 7 Profiles of a, versus y* to lllustrate wall-layer behavior. Solid
curve: Direct numerical simulation of Spalart (1988), 2D turbulent bound-
ary layer, Re, = 1410. Symbols: Data from Case (2), Flack and Johnston
(1993), Re, ~ 1400; Profies: A-upstream 2D region, M-beginning of
bend, O~four profiles inside bend, ®-end of 30 degree bend, X-two
profiles in downstream recovery region.
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length model, a two-equation k-w? model after Wilcox and
Rubesin (similar to a k-e model), and a full Reynolds stress
model after Launder, Reece and Rodi. The first two models
have isotropic eddy viscosity. When tested against their own
experimental results the mixing length model was clearly infe-
rior, and the LRR model the best in representing the mean and
turbulence data, but none of the models was able to predict the
lowering of —u’v' due to 3D effects, a failure attributed to the
models’ missing physics. Incidentally, both the higher order
models tend to underpredict turbulence kinetic energy, k, proba-
bly due to errors in the equation for rate of dissipation of turbu-
lence kinetic energy. This also was a conclusion from Schwarz
and Bradshaw (1994b) who utilized their own experimental
data as the basis for term-by-term comparisons with the most
popular models. for (i) the triple-product transport (diffusion)
and (ii) the redistribution by pressure-strain of Reynolds stress.

Very recently Wu and Squires (1995) computed the flow
studied by Spalart (1989) using DNS. They used a large eddy
simulation (LES) computation together with several models
for the small scale, unresolved turbulence. This low-Reynolds-
number case is interesting because it is an equilibrium flow,
a flow where the turbulence structure is independent of flow
development history. It bears some similarity to high Reynolds
number rotating disk flow, where transition is confined to the
inner parts of the disk.

The problems of modeling are far from resolution, and few
firm conclusions may be drawn at this time. If it is important
to allow for stress angle lead and lag effects, one will have to
resort to full Reynolds stress equation modeling. The leads and
lags of the angle v, relative to y, should then be resolved
naturally at the RSE level if good 3D physics are employed in
the modeling, a situation which is yet to be demonstrated. Fi-
nally, it is important to observe that many engineering design
situations may not require accuracy of modeling beyond simple
isotropic eddy viscosity and mixing length theory.

The Quasi-Coherent Structure of Near-Wall Turbu-
lence

Research on quasi-coherent structures is motivated by the
changes in turbulence quantities, such as the structure parame-
ter, a,, for three-dimensional boundary layers compared to their
two-dimensional counterparts. These changes, which have im-
portant implications for turbulence modeling, may reflect struc-
tural changes in the near-wall region due to the cross-flow which
is usually strongest near the wall. The investigation of near-
wall, quasi-coherent structures in two-dimensional turbulent
boundary layers has been an area of active research since the
early work of Corrsin (1959) and Kline et al. (1967). However,
only a few researchers have studied three-dimensional near-
wall quasi-coherent structure. These structure studies, which
use a variety of techniques, are discussed in this section.

Three-dimensional structure studies have generally assumed
that cross-flow perturbs the known two-dimensional turbulent
boundary layer near-wall structure. The currently accepted pic-
ture of the two-dimensional turbulent boundary layer structure
is described by Robinson (1991a, b). This study observed the
simulated structures produced by the direct numerical simula-
tion of Spalart (1988), a low Reynolds number, (Re; = 1410)
flat plate boundary layer. The near-wall picture emerging from
this analysis shows that the primary quasi-coherent elements
are (i) a series of low and high speed streaks in the viscous
sublayer, the well known *‘wall-layer streaks,’’ and (ii) the legs
of quasi-streamwise vortices in the buffer and lower log-layer
regions, These vortices tilt away from the wall and are often
observed well out into the log-layer where their heads form
asymmetric vortical arches. The near-wall streaks are formed
by the quasi-streamwise vortices as they convect downstream
leaving a trail of low speed fluid near the wall on the upward-
rotating side and high speed fluid on the downward rotating
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side of a vortex. Farther out in the buffer layer, the quasi-
streamwise vortices are closely linked to the sweeps and ejec-
tions which occur along side of a single vortex. Ejections, and
to a lesser extent the sweeps, are_a principal source of newly
produced Reynolds shear stress, —u'v’, in the mean-flow direc-
tion. Instantaneous cross-flow shear stresses are also produced,
but symmetry causes the mean value, —w’v’, to be zero.

Three-dimensional mean flow may affect the strength and
symmetry of quasi-coherent structures in the near-wall region
and consequently influence the Reynolds stresses. Current in-
vestigations on near-wall structures have concentrated on the
quasi-streamwise vortices which, because of the symmetry of
two-dimensional flow, must on the average exist in equal num-
bers of positive and negative signed vortical structures of statis-
tically equal strength. Several questions have been addressed.
(i) Are equal numbers of each sign of vortex present in skewed
boundary layers, and (ii) do the number of vortical structures
decrease or increase with the presence of cross-flow? Another
question relates to the strength of the vortex structures; (iii) are
quasi-streamwise vortices of one sign (+ or —), on average,
stronger than vortices of the opposite sign and thus able to
produce stronger ejections or sweeps? Some three-dimensional
structure studies also focus on the trajectory of the fluid being
swept toward and ejected away from the wall; three-dimension-
ality may modify the path of the near-wall fluid in a way not
possible for two-dimensional turbulent boundary layers.

Unfortunately the results of current studies are not easily
compared. Not only are the results dependent on the method
used for the structure detection, but also on the region of the
boundary layer investigated (i.e., viscous sublayer, buffer re-
gion or log-layer region) with respect to the location of the
maximum cross-flow mean velocity. Another limitation to the
structure results is that a number of the experiments and simula-
tions are for low Reynolds number flows. The extent to which -
near-wall three-dimensional structural modifications are present
or important in higher Reynolds number flow is unknown. How-
ever differences in three-dimensional turbulence statistics have
been observed for higher Reynolds number flows.

Several hypotheses have been proposed to explain the
changes of near-wall structure with the imposition of three-
dimensionality and the effects these changes may have on the
production and dissipation of turbulence stresses. Eaton (1991)
proposed that the mean vorticity, produced by the presence of
the cross-flow gradient, dW/3y, near the wall overwhelms
quasi-coherent vortices of the opposite sign, thus reducing the
number of turbulence producing vorticies. This conclusion was
based on the research of Anderson and Eaton (1989) who stud-
ied the three-dimensional boundary layer produced by flow ap-
proaching a wedge. Sublayer visualization indicated that the
high and low speed streaks in the three-dimensional region were
more stable than in the two-dimensional region, and this in turn
suggested a reduced rate of streak bursting in three-dimensional
flows. The idea that the sign of mean vorticity can modify the
behavior of an individual vortex was further investigated by
Shizawa and Eaton (1992) where, stationary longitudinal vorti-
ces of both signs, produced by vortex generators, were embed-

.ded in a three-dimensional boundary layer and cross-flow mean

velocity profiles measured. It was found that the longitudinal
vortices with the same sign as the mean streamwise vorticity,
suppressed cross-flow separation, whereas longitudinal embed-
ded vortices of the opposite sign promoted cross-flow separa-
tion.

Littell and Eaton (1991) focused on the near-wall ejections
and sweeps in a three-dimensional turbulent boundary layer on
a spinning disk. They conducted dual hot-wire probe measure-
ments of spatial correlations in the spanwise direction. Their
results indicate that an equal number of each sign of longitudinal
quasi-coherent vortices exist in the boundary layer, however,
the sweeps and ejections are more efficiently produced by vorti-
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ces with different signs. The majority of the strongest sweeps
are caused by vortices that rotate in the same sense as the
mean streamwise vorticity in the near-wall region, whereas the
strongest ejections are caused by vortices that rotate with the
opposite sign as the mean streamwise vorticity near the wall.

The near-wall turbulent boundary layer structure on a disk
spinning in water (same Reynolds number as Littell and Eaton’s
(1991) disk flow in air) was investigated by Chiang and Eaton
(1993). Using hydrogen-bubble-wire flow visualization, they
observed an asymmetry of near-wall ejection events and related
the ejections to the strengths of the streamwise vorticies. On
average, a vortex structure of one sign (opposite to the mean
near-wall streamwise vorticity) produced stronger ejections
than ejections from vortex structures of the other sign. The
mechanism for structural changes was explained using a model
of a single vortex interacting with the cross flow. The trajectory
of the fluid being ejected away from the wall was modified
depending on the sign of the vortex with respect to the cross-
flow. Based on this visualization study, along with results from
his whole collection of boundary layer structure experiments,
Eaton (1995) modified his original hypothesis to explain the
reduction of turbulence shear stress production in three-dimen-
sional flows. Vortices of both sign are equally present in the
boundary layer, however three-dimensionality reduces the ef-
fectiveness of longitudinal vortices at producing new ejections
and sweeps by modifying the path of the near-wall fluid.

Hydrogen-bubble-wire and dye-injection flow visualization
methods were used by Flack and Johnston (1993a, 1995) in
their study of two separate three-dimensional turbulent bound-
ary layers: flow approaching a 45 degree swept step and flow
in a 30 degree bend. Dye seeped into the wall layer through
wall slots was used to investigate the sublayer streaky structure.
The nondimensional, spanwise, low-speed streak spacing de-
creased slightly with three-dimensionality from the value of
approximately 100 viscous units reported in previous two-di-
mensional boundary layer studies (for example, Kline et al.
(1967), Clark and Markland (1971)). The spacing of the
streaks should be directly related to the spacing of the stream-
wise quasi-coherent vortices. Hydrogen bubbles were utilized
to mark fluid in the viscous sublayer and buffer regions in order
to investigate the ejections produced by the near-wall quasi-
streamwise vortices. As was found in the studies of Littell and
Eaton (1991), each sign of vortex ejection occurred with ap-
proximately equal frequency, indicating an equal number of
each sign of streamwise vortex. The size of ejection events
(wall normal extent) from each sign vortex structure was also
approximately equal indicating that cross-flow does not prefer-
entially influence the strength of near-wall vortices. Modifica-
tions to the near-wall boundary layer structure were observed
when the frequency of ejection events was examined. The total
number of ejection events (per unit time) decreased with in-
creased three-dimensionality producing a more quiescent near-
wall region.

Reduced near-wall activity was also observed by Fleming
and Simpson (1994) using hydrogen bubble visualization to
study the near-wall streaky structure in the 3DTBL on the flat
wall around a simulated wing-body junction. Zones of two-
dimensional flow displayed more vigorous streak oscillations
than seen in regions of skewed three-dimensional flow which,
compared to two-dimensional regions, appeared to be more sta-
ble with less movement in the spanwise direction. The spanwise
spacing of near-wall streaks also decreased slightly (approxi-
mately 10 percent) for three-dimensional flow compared to the
two-dimensional case.

Statistical methods were used by Ha and Simpson (1993) in
a study of a three-dimensional turbulent boundary layer around
a wing-body junction. Using multipoint velocity measurements
from a hot-wire rake located in the buffer layer, they found that
the length scales of the low frequency structures (low speed,
near-wall fluid) decreased with increasing three-dimensionality.
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This reduction occurred together with a reduction in the Reyn-
olds shear stress. They also found that the mean motion of the
near-wall quasi-coherent structures was not quite streamwise
but skewed in a direction between the local turbulent shear
stress and local mean velocity vectors. The turbulent shear
stresses would appear to be pulling the quasi-coherent structures
away from the direction of the local mean velocity vector. The
preferred spanwise spacing of the near-wall structure was deter-
mined by Ha to be on the range of 85 to 100 viscous units, a
result in agreement with the three-dimensional wall-streak spac-
ing results of Flack and Johnston (1993a, 1994), and Fleming
and Simpson (1994). The streak spacing studies indicate that
if there is a reduction of the spanwise streak spacing with three-
dimensionality, then the reduction is small. However, a small
reduction may be significant considering that the wall streaks
are the footprints of the streamwise vortices that occur in the
buffer and log regions.

Sendstad and Moin (1992) studied the structure of the wall
layer of a three-dimensional boundary layer using a numerical
simulation of a two-dimensional, fully developed channel flow
which is turned by a suddenly imposed spanwise pressure gradi-
ent, The statistics of this flow were reported by Moin et al.
(1990). Differences in the near-wall structure of a three-dimen-
sional boundary layer, as compared to two-dimensional bound-
ary layers, were shown to be responsible for the reduction of
shear stress. The fluid in the sweeps from vortices with the
same sign as the mean near-wall vorticity does not get as close
to the wall in three-dimensional boundary layers and therefore
appear to generate less Reynolds shear stress. This modified
trajectory also causes the velocity fluctuations from fluid being
ejected away from the wall by the opposite signed vorticies to
be less intense, since the fluid originated at a higher distance
from the wall. Another structural difference observed was an
apparent break-up of wall layer streaks due to the differential
turning of streamwise vortices further from the wall. This would
lead to shorter streaks in the streamwise direction.

Concluding Remarks

Measurement Techniques and Accuracy. Until very re-
cently, most experiments have been conducted using hot-wire
probes. The usual limits on hot-wire accuracy apply to three-
dimensional flows. It has been found that accuracy is enhanced
if probe axes are consistently aligned with the local, predeter-
mined mean-flow vector at each point in a profile. Probe-wall
interference has limited the region of measurement of the turbu-
lence stresses to the outer regions of the boundary layer, above
y* =~ 50 to 100 in most cases. Recently, a few experiments
have been carried out using LDV methods, and fairly accurate
data have been obtained inside the wall-layers, down into the
inner buffer layers. Table 1 has comments on the useful y*
range of the hot-wire and the LDV measurements for the 11
cases reviewed here.

The accurate measurement of wall shear stress magnitude
and direction is still an art in need of further development. A
variety of methods have been applied to date, (see Table 1),
and all have been found lacking in one way or another. For
example, the direct force method used in Case 9, is exceedingly
difficult and would be very expensive, or even impossible to
employ in most situations.

Modeling Issues. For years now, an isotropic (scalar) eddy
viscosity model has been shown to poorly represent the direc-
tion of the turbulent shear stress vector especially in the outer
parts of the layer. In simple flows, for example where cross-
flow pressure gradients don’t change sign downstream, the di-
rection of the shear stress tends to lag behind the change of
direction of the rate-of-strain angle. However recent data now
indicate that this model may be a fairly good approximation in
the wall-layers. There may even be a region in the viscous
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sublayer and inner buffer layer where the stress angle leads the
strain angle by a small amount. In the prediction of the mean
flow velocity profiles, an accurate model of stress direction is
most important in the wall-layers and of less importance in
the outer parts of the layer where shear-stress forces are small
compared to pressure forces. Consequently, an isotropic eddy
viscosity model may be a useful, and practical approach where
predictive accuracy need not be extreme.

However, this model, with the usual 2-D constants, doesn’t
properly represent the magnitude of the shear stress vector, an
effect represented in profiles of structure parameter a, versus
distance from the wall. For flows examined here and in earlier
studies, a, values are lowered by three-dimensional effects near
the wall. As noted by Driver and Johnston (1990), the degree
of lowering is roughly a simple monotonic function of local
skewing angle. Our investigation indicates that such a simple
modification of the model is deficient in that the degree of
lowering of a, also depends on (i) the initial state of the turbu-
lence structure where cross-flow pressure gradients are first ap-
plied, (ii) the streamwise pressure gradients, (iii) the flow de-
velopment history under these gradients, and (iv) the boundary
layer Reynolds number. These complications are the most likely
cause of inaccurate predictions using a simple isotropic eddy
viscosity. It would thus appear that higher order models will be
required for the best predictions.

Evaluation of Models. Models need to be evaluated by
direct comparison to a range of data sets from a number of
different studies. The acid test of a model is to compare mea-
sured and computed results for a wide variety of documented
cases. This kind of comprehensive study has never been con-
ducted for 3DTBLs. Eight of the eleven cases examined in this
paper are identified in Table 1 as potential candidates for use
in an evaluation. Further study, will force the elimination of
some of the cases, but we feel that Cases 1, 6, 9, 10, and 11
are the most likely candidates. Case 11, the rotating disk flow,
is the most important for early consideration because it is the
only case with simple, unidirectional cross-flow which is truly
three dimensional all the way from its laminar origin. We urge
modellers to tackle this case as a prelude to the predication of
more complex flows. Secondly, we recommend prediction of
cases 1 and 10 in the near future as they would appear to be
well qualified data sets obtained in geometrically relatively sim-
ple flows; cases 10 and 11 are axisymmetric which greatly
simplifies computation.

Quasi Coherent Structures in the Wall-Layers. Recent
three-dimensional boundary layer studies have identified several
structural changes that could lead to modification of turbulent
stresses in three-dimensional boundary layers. Changes due to
the presence of cross-flow include (i) a possible asymmetry
of sweep and ejection strengths from streamwise vorticies of
opposite signs and (ii) modified sweep and ejection trajectories.
In several studies (iii) the number of each sign of quasi-stream-
wise vortex was found to be approximately equal, however (iv)
the number of vortex structures and (v) the spanwise spacing
and streamwise extent of these vortices appeared to have been
reduced.

Although all the studies indicate that changes occur, some of
the results are contradictory. First, discrepancies, in part, result
from use of a variety of detection techniques and concentration
on different parts of the near-wall region. Secondly, the up-
stream origins of the layers may affect the response of the
structures. Some boundary layers, those grown on rotating disks
for example, are three-dimensional all the way from their lami-
nar origins. However, most of the others were fully-developed,
two-dimensional turbulent layers before they were subject to
any cross-flow perturbation. Finally, the effects of Reynolds
number on the various results needs to be fully taken into ac-
count. Present results are far from complete. If structure research
is extended in the future, a more complete understanding of the
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behavior of near-wall quasi-coherent structures might result and
be useful for the prediction of the effects of three-dimensionality
on the turbulence quantities modeled for use in engineering
flows.

JFE Data Bank Contributions

The experimental data sets obtained from the authors who
produced their data at Stanford University are being added to
the Journal of Fluids Engineering data bank. The sets include
some of the cases reviewed here: Schwarz and Bradshaw (#1),
Flack and Johnston (#2 & #3), Driver and Johnston (#10), and
Littel and Eaton (#11). Also, it is planned to add data sets from
Johnson and Johnston (1989), a two-dimensional flow at Rey
= 1400 which compliments Flack and Johnston’s Case #3, and
the two-dimensional DNS data set of Spalart (1989) at Re; =
1410. To access the file for this paper follow the instructions
in this issue.
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Due to the rising capabilities of computational fluid mechanics (CFD), the role of
the experimentalist in solving the problem of turbulence has come under serious
question. However, after much initial excitement by the prospect of CFD, the basic
understanding of non-linear fluid phenomena such as turbulence still remains a grand

challenge and will remain so into the unforeseeable future. It appears that in order
to accelerate the development of a comprehensive and practical understanding and
modeling of turbulence, it is required that a constructive synergism between experi-
ments and simulations be created. Moreover, the digital revolution has helped experi-
mental fluid mechanics to acquire new capabilities in the whole-field flow mapping
technique which enables it to efficiently interface with CFD. This new horizon is
promising in its capabilities to guide, validate and actively interact in conducting
reliable simulations of turbulent flows.

Introduction

Since the time of Galileo, progress in science has greatly
depended on the experimentalist’s capabilities to question na-
ture by means of observation and experimentation, and by way
of measuring magnitudes that could be analyzed and interrelated
through mathematical formulation. It is an historical fact that
every time experimental techniques have taken a leap forward,
the “‘experimentalist’’ has made totally unexpected and unimag-
ined discoveries. The history of natural science is filled with
examples of experimental discoveries that have resulted in the
formulation of new laws of physics by theorists. On the other
hand, regardless of the way that a theory is born, ultimately, it
has been the job of experimentalists to weed out the theories that
work from those that don’t. The dual role of experimentalists in
exploration and discovery, on the one hand, and checking the
newborn theories against the hard realities of the real world, on
the other, creates an intricate interplay between observation and
theory which is, above all, a unique demonstration of man’s
unintimidated but disciplined exercise of the imagination.

In recent decades, this balance between observation and the-
ory has definitely been altered by advances in numerical meth-
ods and rising computational capabilities in the fields of engi-
neering and physics. The remarkable advances in the computing
powers of today’s computers has opened the era of simulation;
physical processes that can be recreated through existing laws
of physics. The attractive prospects of accurately simulating
the experimentally hard-to-realize problems of science at lower
costs is the promise of the computational physicist or engineer.
This promise is extremely appealing to the scientific and techni-
cal community in general and has been a hard one for the
experimentalist to compete with. Indeed, in some branches of
science and engineering where simulations can be conducted
based on firm and well-behaved mathematical models, the role
of the experimentalist has grown weaker. However, the role of
experiments in weeding out the simulations that work from
those that don’t continues to be essential in all branches of
science and technology. Nonetheless, the concept of exploration
and discovery through simulation, rather than experimentation,
has most threatened the role of the experimentalist as discoverer.
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Among many fields of science that have faced this threat,
fluid mechanics has suffered the greatest impact. In the past
100 years, from the primitive wind tunnel studies of the Wright
brothers to the large scale wind tunnels of national laboratories,
and from the desktop experiments of G. L. Taylor to sophisti-
cated oceanographic laboratory platforms, experiments have
been the only viable source of knowledge for basic or industrial
fluid mechanics research. The rapid advances in computational
fluid dynamics in the 70s and early 80s have been responsible
for the creation of the narrow view that experimental facilities
(for example, wind tunnels) would eventually be replaced by
their digital counterparts. Such views, which were based on
projections of dramatic increases in the performance of comput-
ers, reflected a lack of appreciation for the non-linear and multi-
dimensional nature of many of today’s unresolved grand scien-
tific challenges, of which a majority happen to reside in the
field of fluid mechanics. In the middle of the broad range of
flow problems that challenge today’s scientists stands the great-
est puzzle of classical physics—turbulence.

The Grand Challenge

Fluid turbulence, in its many forms, shapes and degrees, from
the grandest reaches of space to the sand and sea, is the elemen-
tal dynamic form. Its appearance in the atmosphere, in plasma,
in fluid interfaces or in multi-phase flows is a manifestation of
the convective and nonlinear nature of physical laws that govern
the flow of fluids. The problem of understanding turbulence, in
order to model and predict its mixing and transport properties
or the prediction of flow around and inside geometries, is the
grand challenge of this and quite possibly the next century.
Turbulence has remained the last frontier of twentieth century
science. For all the efforts of the great minds of science, the
problem of turbulence has remained empirical.

The history of fluid mechanics would certainly credit the
foundation of our current understanding of turbulence to the
bold and pioneering work of scientists such as Osborn W. Reyn-
olds, G. L. Taylor, Ludwig Prandtl, and Theodore von Karman
who were products of a scientific culture that exercised the
aforementioned intricate interplay between experiments and
theory. Since their milestone work, many subsequent theoretical
and modeling efforts to represent the physical process of turbu-
lence have been pursued. Ultimately, these theories and models
had to face the practical demands of industry where predictive
capabilities were required. The rise of computational fluid dy-

JUNE 1996, Vol. 118 / 233

Copyright © 1996 by ASME

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



namics was a natural answer to this demand for which experi-
mentalists and theorists had not yet provided a viable solution.

After much justifiable initial excitement by the prospects of
computational fluid dynamics, the basic understanding of fluid
turbulence in its various forms (plasma, climatology, hydro,
and aerodynamics) still remains a challenge to the theorist,
experimentalist and numerical analyst alike. The colossal nature
of this problem requires the development of novel approaches
based on the synergism that experimentalists, numerists and
theorists can create. This synergism should provide a higher
level of validation for turbulence models by reaching deeper
levels of understanding for the physics of turbulence. In order
to construct this synergism, one needs to appreciate the nature
of the problem of turbulence and identify the issues that cur-
rently slow the progress toward achieving a comprehensive un-
derstanding of this problem. In doing so, I have tried to express
my opinion and understanding of these issues from the point
of view of an experimentalist. In many cases, the ideas ex-
pressed in this paper are far from novel in their essence, but
they reflect the means shared by many traditional and ‘‘contem-
porary’’ experimentalists. The particular examples cited in this
paper only partially represent the state-of-the-art and are by no
means the only ones. For the sake of brevity, I have tried to
avoid combing the literature for every possible similar work,
which I hope will not lessen the credibility of the ideas presented
in this paper.

Some Insights

Many fluid mechanical problems of scientific and technologi-
cal importance exhibit complex, unsteady and multi-dimen-
sional dynamics. Large-scale turbulent separated flows, turbu-
lent mixing, combustion and geostrophic flows provide a few
unsteady examples. Above all, the three-dimensionality of these
flows poses the greatest difficulty in the simulation or measure-
ments of these flows. In this respect, some scaling arguments
will help us to appreciate what it takes to ‘‘resolve’’ turbulence
through experimentation and simulation.

We would like to consider turbulence as an ensemble of
interacting eddies, where energy is provided by the large eddies
and lost by the viscous action of the fluid on the smallest eddies.
Based in this scenario and dimensional analysis, Kolmogorov’s
scaling arguments for turbulence (1941) suggest,

6max

~ Re3l4
6min

where 6, is the nominal size of the large energy-containing
eddies in a shear flow and 6, is the size of the smallest existing
eddies (known as Kolmogorov eddies) and Re is the Reynolds
number (i.e., Re = 6,,,,U/v) based on the 6, and the typical
velocity of large eddies (i.e., U). If we assume that §,,;, represents
the minimum spatial resolution, then the above ratio will become
an indication of the number of grid points that the computation
or measurements will be required to have in order to describe
the entire dynamic range of scales (Frisch and Orszag, 1990).
In 3-D, this ratio would be proportional to (Re*#)3.

The minimum temporal resolution can be obtained by divid-
ing the smallest spatial scale (8,,) by the convective velocity
of large eddies (U)

5min

6max Re —3/4 .

U U

T min
Again, the ratio of the largest to smallest temporal scales can
be expressed as

Sax! U

T min

~ ReS/A
which also indicates the number of required time steps ( Karnia-
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dakis and Orszag, 1990). Therefore, the minimum number of
points that ultimately need to be obtained is proportional to

Ntotal = (R83/4)3.(Re3/4) — Re3.

This estimate is quite conservative since the minimum num-
ber of required grid points in time and space, in order to reliably
resolve the spectral properties of turbulence, should follow the
Nyquist criteria for space and time, in that it should be sixteen
times higher. This requirement for the minimum number of
points in measurements or computations, in order to describe
the flow, is rather depressing since every order of magnitude
increase in the flow Reynolds number requires a three orders
of magnitude increase in the number of required computational/
experimental grid points.

To scale the problem, consider the fact that, for the onset of
fully developed turbulence in shear flows, a minimum Reynolds
number of 10* is usually required (Dimotakis, 1993). At the
outset, for transport airliners or atmospheric flows, the Reynolds
number will be in the range of 10® to 10'2, respectively. The
sobering resolution requirement for performing practical mea-
surements or simulations of turbulent flows in this range de-
mands computing powers and diagnostic tools beyond the capa-
bilities of standard available technology.

Computing the Turbulence

What might have been called a supercomputer in the 1980s
(to distinguish it from the standards of the industry at that time)
will be hard-pressed to compete with some of the hand-held
PC’s of the 1990s. Therefore, the term supercomputer is a rela-
tive but attractive name and, therefore, should be judged based
on what it achieves. This term has been passed on from sequen-
tial (von Neumann) machines to today’s parallel processors
with giga (10%) and, very soon, tera (10"*) flops (floating-point
operations per second) capabilities.

Application of paralleled codes on massively parallel comput-
ers with efficient networking and a large memory capacity are
becoming the methods of choice for simulating turbulent flows.
In the background of the ever-increasing power of supercomput-
ers, there exists a whole spectrum of methodologies that can
be used to compute turbulent flows—some with short term
objectives and some with a look toward a comprehensive ap-
proach to the turbulence problem.

Ideally, one should be able to compute an entire flow field
by solving the 3-D unsteady Navier-Stokes equations. This ap-
proach, which is known as direct numerical simulation or DNS,
should (within the numerical approximation) render the full
range of turbulent motions as well as transport properties of the
flow. DNS is an alternative to experimental realization in the
laboratory with all the attractive aspects of exploration and
discovery which have been unique to experiments. However,
the restriction caused by the aforementioned resolution require-
ments inhibits the practical application of DNS in simulating
turbulent flows with a Reynolds number in excess of 10*. In
this respect, considering the current state-of-the-art in comput-
ing and the most optimistic prediction for its expansion, DNS
applications will be confined to turbulent flows involving simple
geometries at Reynolds numbers below 10* for many years to
come. For example, using an efficient DNS code, a typical
calculation of 100 cycles of vortex shedding from a circular
cylinder at a Reynolds number of 1000 (Henderson and Karnia-
dakis, 1995; see also Appendix) takes up to 400 hours to gener-
ate on a parallel supercomputer with a speed of 0.5 giga flops.

Despite the current limitations of direct simulations, DNS
has proved that, when it is used appropriately, it is an unsurpas-
sed method for understanding the physics of flow, interacting
with experiments, or guiding modeling efforts. We will discuss
the unique opportunities that DNS provides in the next section.
However, the practical needs of industry demand intermediate
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solutions for high Reynolds number flow problems in the form
of predictive models.

At the heart of practical technological problems is the need
for predicting turbulent fluxes of momentum and passive scalars
such as species and temperature. Depending on the nature of
properties in demand, various approximation schemes have
been developed that do not involve omission of viscous or
turbulent stress terms. All of these methods represent some kind
of averaging or filtering operations on the N-S equations. In its
simplest form, the averaging or filtering of N-S takes the follow-
ing form:

,,(:95” _ w0

__ OiI;
— ) = 7.+ T3,
ot ! ij> dx;  Ox; 7y 2

(1)

where
u; = velocity vector
p =

Ty {viscous stress) =

pressure
ul(m19x) + (3/x,)]

p = density (constant)

T; (Reynolds stress tensor) = — pu/ u;

The overbar represents the filtering or averaging process in
the form of spatial, temporal or ensemble averaging. On one
extreme of the filtering processes stands the Reynolds (1985)
scheme which results in Reynolds averaged N-S or RANS equa-
tions where the entire time dependent parameters are averaged
based on the assumption of statistically steady turbulence.
In general, the averaging or filtering introduces correlations
(— pu/u;j) between unresolved fluctuating velocities which act
as stresses (T; = — pu;u;) on the resolved motions. Equation
(1) is not closed until a model is constructed that can relate the
Reynolds stress (7;) to the mean velocities (u;).

Through Boussinesq’s hypothesis, the Reynolds stresses can
be related to the gradients of averaged or filtered velocities
(strain rate tensor) through the following eddy-viscosity rela-
tion for incompressible flows:

om  Om
Ty=pl| —+—).
=4 T( ax, axi)

2!

The variation of the eddy viscosity ur over space and time
must be obtained through turbulence modeling. The first models
for closure were proposed by Prandtl (see Hinze, 1959) and is
known as the mixing length theory. For two-dimensional flows,
it suggests

vy = 13 or vp =L, Au.

1, is the shear layer thickness while /, is the mixing length. For
the near wall region of turbulent boundary layers, the mixing
length is related to the transverse coordinate (y) as [, = Ky
where K is the von Karman constant. This is a one-dimensional
model that is mainly applicable to turbulent boundary layers.
Validation studies of RANS codes of this type are mainly lim-
ited to two-dimensional flows. A particular three-dimensional
version of the Prandtl model is the Baldwin-Lomax Model
(Baldwin and Lomax, 1978), which has been very popular for
RANS models in aerodynamics. It takes the following form:

vr = l%(wiwi)llz

where w = V X i is the mean vorticity vector (Speziale, 1990).

In relation (2), we have neglected the normal stresses.
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The predictive power of this type of RANS model is limited
since the turbulent length scale (I,) should be independently
provided for every specific application. One can avoid direct
modeling of turbulent shear stresses by using a corresponding
transport equation for the Reynolds stress itself, which results
in the generation of additional higher order correlations to be
modeled. The modeling of this higher order correlation is a
central challenge to the statistical theory of turbulence. The
application of RANS codes to massively 3D and transient flows
has been limited to simple geometries. To obtain the drag coef-
ficient or the pressure distribution, one needs to accurately
model the separation regions where the dynamics have a pro-
found effect on the separation points and thus on the base pres-
sure distribution. In defining the averaging schemes, one can
design filters that preserve certain dominant frequencies and
average out stochastical turbulent motions altogether. This is
an unsteady version of RANS codes whose application again
requires explicit experimental input (Rodi, 1993).

Roshko (1992) points out that ‘‘one impact of [the original ]
RANS methods and the statistical theory was to tend to encour-
age a view of ‘fully turbulent’ flow as too complicated and
disorganized to contain structural features that could be usefully
incorporated into any model.”” The discovery of large vortical
structures in boundary layers (Kline et al.,, 1967) and high
Reynolds number mixing layers of Brown and Roshko (1974)
has certainly changed this view. The impetus for an alternative
method that stands between the two extreme approaches of DNS
and RANS codes stems from these discoveries. Large eddy
simulation methods tend to benefit from the fact that, for high
Reynolds number flows, the large eddies are responsible for the
transport of momentum and energy in recirculating regions, in
free shear flows and in setting up the large scale pressure fields.
In large eddy simulations, the behavior of the large scale motion
of turbulence is simulated through conventional DNS codes,
while modeling is used for the smaller unresolved scales. The
fundamental aspect of LES is in the projection operation or
filtering of the N-S equation. Similar to the RANS approach,
the resulting truncated N-S equation lacks closure because of
the stress-like reflection of eddies that fail to pass the filter on
those that do (Ferziger, 1983; Rogallo and Moin, 1984). This
stress-like reflection, which is called subgrid-scale (SGS) Reyn-
olds stress, must be related to the large scale eddies in order
for the scheme to work.

The Smagorinsky model, which is a 3D version of the eddy
viscosity model, has been used to tackle the closure issue. In
this model the SGS Reynolds stress tensor #/u/ is assumed to
be related to the corresponding components of the strain rate
tensor of the large scalar field, (S;), through

77 T 1 o aITJ
UUj :vTSijZEUT g'}'g
/j i

where vy is the SGS eddy viscosity given by
vr = Cs(Sjgj)UZE

where A is the corresponding length scale associated with the
low pass filter and C, is a constant parameter.

Many variations and modifications of the Smagorinsky model
(e.g., dynamic SGS models, Germano et al., 1991) have been
developed and used to attain the proper reflection of the unre-
solved scales on the resolved large eddies. The improper model-
ing of small scales results in excessive dissipation and can have
catastrophic results in terms of the behavior of large scales.

The main shortcoming of the RANS and LES approaches is
the fact that turbulent time and length scales are not universal
and their modeling requires empirical information provided by
experiments. A true modeling of the small scales in fully devel-
oped turbulent flows require experimental construction of strain
rate and turbulent stress tensors. This is an exceedingly chal-

JUNE 1996, Vol. 118 / 235

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



lenging task, since the current available experimental techniques
can hardly render such information for three-dimensional flows.

The last method that we must mention, and what Ferziger
(1993) calls the chief competition of the LES technique for the
simulation of turbulent separated flows, is the discrete vortex
method (Leonard, 1985; Sarpkaya, 1988). Excellent results, in
terms of the flow pattern and of flow quantities at very large
Reynolds numbers, can be obtained for 2-D geometries by this
technique. Application of this technique to 3-D complex flows
is the subject of much current research.

Probing the Turbulence

Single point measurement techniques such as hot wire and
laser Doppler velocimetry (LDV) have been widely used for
turbulence studies. Hot wire anemometry and LDV had been
perfected and are still in use for many fluid measurements and
control applications, while remaining useful for obtaining vari-
ous quantities at a single point or array of points as a function
of time. Still, the Eulerian nature of the information obtained
by these devices yields insufficient information for an adequate
description of turbulence. The discovery of large vortical struc-
tures at high Reynolds number flows through flow visualization
(Brown & Roshko) proved that single point probes can miss
the big picture altogether.

Naturally, flow visualization, benefiting from a remarkable
function of the human brain in recognizing moving patterns,
has helped the observers of nature—from Leonardo Da Vinci
to modern vortex chasers—to appreciate the Lagrangian nature
of turbulent flows. In science and technology, wherever ade-
quate visualization has been part of the creative process, it has
yielded new insights into complex phenomena and has provided
better descriptions and predictive models. Examples range from
Osborn Reynolds’ description of turbulence to the observation
of large vortical structures by Brown and Roshko. From the
mixing of dye patterns to patterns generated by the pathlines
of small suspended particles, the rendered information has been
a remarkable source of knowledge. Obviously, the global nature
of this information has invited many attempts to develop quanti-
tative methods for flow visualization. A major drawback in
doing so has been the lack of advanced imaging, acquisition
and subsequent processing hardware and software technology.
It is interesting that the same digital revolution that converted
the primitive abacus machines to today’s supercomputers has
also helped experimenters to develop some of the most amazing
means of quantitative imaging. In other words, this revolution
has helped to develop the new art and science of quantitative
visualization.

Quantitative Flow Visualization

Quantitative flow visualization has many roots and has taken
several approaches. The advent of digital image processing has
made it possible to practically extract useful information from
every kind of flow image. In a direct approach, the image inten-
sity or color (wavelength or frequency) can be used as an
indication of concentration, density and temperature fields or
of gradients of these scalar fields in the flow (Merzkirch, 1987).
These effects can be part of the inherent dynamics of the flow
(e.g., gradients of density are used in shadowgraph and Schlie-
ren techniques) or generated through the introduction of opti-
cally passive or activate dye agents (fluorescent tracers, liquid
crystals) or various molecular tagging schemes.

In general, the optical flow or the motion of intensity fields
can be obtained through time sequenced images (Singh, 1991).
For example, the motion of patterns generated by dye, clouds
or particles can be used to obtain such a time sequence. The
main problem with using a continuous-intensity pattern, gener-
ated by scalar fields (e.g., dye patterns), is that it must be fully
resolved (space/time) and contain variations of intensity at all
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scales before mean and turbulent velocity information can be
obtained (Pearlstein, 1995). In this respect, the discrete nature
of images generated by seeding particles has made particle
tracking the method of choice for whole field velocimetry. The
technique recovers the instantaneous two- or three-dimensional
velocity vector field from multiple images of a particle field
within a plane or volumetric slab of a seeded flow, which is
illuminated by a laser light sheet. Various methods such as
individual tracking of particles or statistical techniques can be
used to obtain the displacement information and subsequently
the velocity information. The spatial resolution of this method
depends on the number density of the particles. A major draw-
back in using particle tracking techniques has been the unac-
ceptable degree of manual work that was required to obtain the
velocity field from a large number of traces or particle images.
Digital imaging techniques have helped to make particle
tracking less laborious (Gharib and Willert, 1989). However,
because of the errors involved with identifying the particle pairs
in high particle-density images, the design of automatic particle
tracking methods for three-dimensional flows has been espe-
cially challenging. Therefore, applications of the automatic par-
ticle tracking methods have been limited to low particle density
images.

In contrast to the tracking of individual particles, the particle
image velocimetry (PIV) technique follows a group of particles
through statistical correlation of sampled windows of the image
field (Adrian, 1991). This scheme removes the problem of
identifying individual particles which is often associated with
tedious operations and large errors in the detection of particle
pairs. In terms of the spatial resolution, the obtained velocity
at each window represents the average velocity of the group of
particles within the window. The interrogating window in PIV
is the equivalent of the grid cell in CFD. Development of the
video-based digital version of PIV, known as DPIV (Willert
and Gharib, 1991; Westerweel 1993), resulted directly from
advances in charge coupled device (CCD) technology and fast,
computer-based, image processing systems. In terms of overall
steps involved, DPIV is much faster than photographic PIV and
particle tracking methods. The spatial resolution of the DPIV
technique is decided by the resolution of the CCD array which
is usually less than photographic films. However, this shortcom-
ing is being reduced by the continuing improvement in high
resolution/high speed CCD technology.

The capability of whole field measurement techniques in pro-
viding velocity vector or scalar field information in a format
compatible to CFD calculations has made a major impact in
defining common ground for designing new approaches toward
resolving the turbulent flow problem. Figure 1 presents an ex-
ample of companion DPIV (Gharib and Weigand, 1995) and
DNS (Zhang and Yue, 1995) simulations of the interaction of
a vortex ring (Reynolds number of 1000) with a free surface.
The velocity vector fields are shown at the surface and in the
symmetry plane of the vortex. The DNS simulation was carried
out using non-linear free-surface boundary conditions. For
DPIV, two simultaneous laser sheets and two simultaneous
video-cameras were used to map the flow. Figure 1(c) shows
temporal evolution of the vorticity field at the free surface and
the symmetry plane. A single flow parameter such as circulation
has been used to draw a quantitative comparison between the
two approaches. Qualitative and quantitative agreements in the
domains of time and space serve to confidently use the CFD
results to explore other flow parameters that are not obtainable
through experiments. Such a comparison could not be obtained
by using methods such as LDV or hot wire anemometry that
do not address the global Lagrangian and the temporal nature
of this flow.

DPIV can be utilized to obtain three components of the veloc-
ity field (Raffel et al., 1995). However, this extension of DPIV
is limited to a few planes and cannot address the full dimension-
ality of turbulent flows with the current video technology. Holo-
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Fig. 1 The velocity vector field obtained by (a) DPIV {Gharib and Wei-
gand, 1995) and (b) DNS (Zhang and Yue, 1995)

graphic PIV techniques are more suitable for obtaining three-
dimensional distribution of the velocity vector field (Barnhart
etal., 1994). Figure 2 depicts such a three-dimensional mapping
of velocity vector field in a fully developed turbulent channel
flow. The photographic nature of holographic PIV techniques
limits their ability to address the temporal dynamics of turbulent
flows. Recent advances in three-dimensional video-based parti-
cle tracking techniques have removed some of these shortcom-
ings (Kasagi and Sata, 1992).

Besides DPIV, quantitative scalar imaging techniques have
also been developed for concentration measurements (Kooches-
fahani and Dimotakis, 1986), for temperature (Dabiri and
Gharib, 1991), and for surface elevation and slope (Zhang and
Cox, 1994; Zhang, 1994). In the latter, the surface slopes can
be directly obtained from a novel color-coding technique; an
example of its use to study free-surface turbulence generated
by an underwater jet is given in Fig. 3. Each color in this picture
is representative of a certain slope which can be converted to
the surface elevation through a spatial integration scheme.

The aforementioned examples from the author’s group and
others represent various whole field quantitative flow visualiza-
tion methods that hold the promise of providing new dimensions
in measurements and their interaction with CFD.

Defining Common Ground

It would be greatly deceiving to attribute the shortcomings
of simulations to the limitations of computational power or
numerical issues (Rizzi and Engquest, 1987; Leschziner, 1993).
There are many other issues that severely challenge various
computational approaches to solving turbulent flow problems
including:

1. Steady and unsteady boundary conditions (common to
all types of CFD methods)

2. Complex 3-D geometries (common to Euler methods,
RANS, LES, vortex methods)

3. Multi-phase flows (common to all types of CFD meth-
ods)

4. Coupled-fields (common to all types of CFD methods)

5. Compressibility (common to all types of CFD methods)

HPIV

Fig. 2 Three-dimensional velocity vector field obtained by a phase-conjugated holographic PIV
technique (Barnhart, 1994)
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Fig. 3 Free-surface color slope mapping of a near surface turbulent jet
(Zhang et al., 1994)

In this respect, the interaction between experiments and CFD
can take place at two levels:

1. Low and Medium Reynolds Number. For straight
validation purposes; such as checking on the two-dimensionality
of the flow, geometry definition, and velocity and vorticity field
comparisons; quantitative flow visualization methods offer a
unique opportunity. In our second example shown in Fig. 4
simulation of vortex shedding from a circular cylinder using
DNS (Henderson 1994) is compared with its DPIV counterpart.
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Fig. 4 Vorticity in the wake of a circular cylinder, Re = 100: (a) DPIV
measurements, (b} 2-D numerical simulations, (¢) computed values of
the circulation of wake vorticies from (x) experiments and {®) simula-
tions. This example is typical of the excellent qualitative (vortex size
and shape) and quantitative (circulation) agreement now possible for
unsteady two- and three-dimensional flows.
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DNS simulation with Gaussian vorticity
distribution for the initial vortex.

Schematics of the initial vortex pair and
its interaction with the wall.

DPIV results.

DNS with vorticity distribution
from DPIV for the initial
vortex.

Fig.5 A comparative study of DNS simulation based on initial conditions
from a model or DPIV vorticity distribution (Liepmann and Dommermuth
1991; Fabris et al., 1995)

Experiments are essential in resolving modeling issues, such
as boundary conditions, where modeling errors can produce
errors in the solution of order one. The problem of defining the
proper in-flow (upstream) condition and the determination of
the dimensions of the computational box (blockage effect and
correlation lengths) can easily benefit from appropriate labora-
tory simulation of the flow condition. One of the most important
features of DPIV is the compatibility of its format with that of
the CFD method. In-flow conditions or initial flow properties
can be used directly as input to initiate DNS or LES. This
approach removes unrealistic in-flow conditions which often
result in dubious flow solutions. In Fig. 5(a), (), (¢), and
(d), we present the interaction of a vortex pair with a solid
boundary obtained by DPIV and DNS. Figure 5(b) shows the
DNS simulation initiated by a Gaussian vorticity distribution
for the approaching vortex. Figure 5(c) depicts the DPIV re-
sults. Figure 5(b) shows that the simulation does not generate
the correct flow field if the initial experimental conditions were
not used. Using initial vorticity fields from the DPIV measure-
ment, Figure 5(d) shows a much better agreement with experi-
ments. It is interesting to note that without such novel experi-
ments, the whole validity of the DNS code used for this simula-
tion might have ended in doubt for a wrong reason (Liepmann
and Dommermuth, 1991; Fabris et al., 1995). Also, it has to
be mentioned that such experiments open new opportunities for
interactive computational/experimental methods to be devel-
oped for thermofluid flows (Humphrey et al., 1991).

There are two other types of boundary conditions that are
especially troublesome; namely, boundaries that involve fluid
that leaves the computational domain (out-flow condition), and
unsteady moving boundaries such as flexible cables (Newman
and Karniadakis, 1995) or free surfaces (Dommermuth, 1993).
For simulations, these boundary conditions are part of the solu-
tion to the problem and need to be defined in transit. Proper
resolutions of these problems are important for situations in-
volving free surfaces as boundary conditions. Exit conditions
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are especially interesting since they can create feedback prob-
lems upstream in the form of altered upstream initial condi-
tions—acoustic resonance or sloshing modes in the case of the
simulation of the free surface. In these cases, direct interaction
between the experimentally determined initial condition, wall
condition or in-flow condition is impossible due to the unsteady
nature of the problem. However, since these extreme boundary
conditions usually result in additional effects, companion exper-
iments can be used to tune simulations to eliminate these arti-
facts and obtain realistic dynamic boundary conditions. For ex-
ample, studies of free surface deformation, wave generation and
wave reflection off the computational boundaries can be studied
under realistic experimental conditions. Techniques such as the
surface mapping technique can become very valuable in resolv-
ing these types of boundary problems.

DNS simulations at low to medium range Reynolds numbers
(2000 < Re < 5000) have been helpful to our current under-
standing of turbulent channel and pipe flows. For example, Kim,
Moin and Moser’s paper (1987) is one of the best examples of
such an achievement, where a comprehensive flow database was
used for analysis and providing guidelines for higher Reynolds
number experiments. In this respect, Eggels et al. (1994), and
Westerweel et al. (1995) have conducted extensive comparisons
of DNS, LDV, DPIV and PIV measurements of turbulent pipe
flows at Reynolds number of approximately 5000. Figure 6
shows the power spectra of the axial velocity obtained by these
four methods. It is interesting to note that DNS results indicate
the poor resolution of the selected DPIV and PIV parameters
in high wave number ranges. This problem can be solved by
reducing the imaging area. On the other hand, at low wave
numbers, the short period of DNS calculations results in an
underestimation of the power spectra. LDV appears to reflect
the flow properties correctly at high and low wave number
ranges. However, the LDV information is one-dimensional
(only in time) and fails to provide the spatial correlation infor-
mation which is essential for RANS and LES simulations. DNS
can be quite valuable in providing resolution analysis for LES
and for experiments (Jimenez, 1994) or guiding experiments in
resolving fine flow structures (Visbal, 1994; Lin and Rockwell,
1995).

As Reynolds number increases, a turbulent flow involves
either high speed or large scale or both. The current limitation
of video technology in providing high speed imaging limits
the capabilities of techniques such as DPIV in providing time-
resolved temporal behavior of the flow. Spatial resolution can
also become an issue, but—at the expense of the dynamic
range—this problem can be avoided. For this range, CCD-
based whole-field measurement techniques can be used to con-
struct reliable mean and fluctuating flow statistics. For example,
length scale correlation of energy-containing eddies, obtained
through PIV, can be used to truncate the DNS and computa-
tional domain (Le Penven et al., 1985). Such studies would be
important in constructing SGS models for large eddy simulation
of turbulent flows in medium range Reynolds numbers.

2. High Reynolds Numbers. LES, while very promising
for high Reynolds number applications, can become quite ex-
pensive when, for example, the wall layers need to be resolved.
Simple turbulent boundary layer flow approximations, such as
““law of the wall’’ (Murakami et al., 1985), can be used as the
boundary condition to alleviate the fine grid requirements. For
more complex 3-D flows, such as junction flows or free surfaces,
such approximations do not exist; therefore, SGS modeling can-
not be avoided. On the other hand, the majority of SGS models,
such as the Smagorinsky model, are based on the assumption
of isotropic flow conditions in the wall region. While the Sma-
gorinsky model, based on the isotropy assumption, works well
for wall bounded flows (Saddoughi, 1994), its reliable applica-
tion to more complex flows; such as massively separated flows,
jets, wakes, or flows near free surfaces (Sarpkaya et al., 1994);
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remains to be verified. Experimental techniques with multi-
dimensional capabilities should be used to address the question
of anisotropic turbulent viscosity for complex flows through
measurements of Reynolds stresses and strain rate fields. In the
meantime, methods such as DPIV and LDV can be used to
measure dissipation rates which can be used directly in LES
models. It is imperative to the problem of turbulence that such
interfaces between simulations and scalar field measurements
be developed. For example, spectral behavior of free-surface
fluctuation such as the one shown in Fig. 3 will be essential in
SGS modeling and also for estimating the dissipation rate in
the near-surface region.

Regardless of whether a viable solution can be found for
SGS modeling, the LES for high Reynolds numbers would still
be expensive since it requires the computation and storage of
a large quantity of data for the purpose of extracting statistics.
In this regard, RANS approaches are the only available methods
for obtaining detailed flow information for very high Reynolds
number flows. Examples include ship hydrodynamics (Tahara
and Stern, 1994) and wind engineering (Rodi 1993). Informa-
tion that has been obtained by single point measurement in
terms of mean quantities and correlations has been instrumental
in the development and application of the RANS method to
boundary layer problems. However, further development of
RANS has been restricted by the lack of knowledge regarding
spatial correlation functions for the cases where separated flows
or free surfaces are involved. According to the statistical theory
of turbulence, spatial correlations provide useful knowledge
(Batchelor, 1953; Lesieur, 1986) about the structure of turbu-
lence and can be used in RANS methods. Also, this information
can be used to design mathematical models of physical vortical
turbulence for RANS methods (Lundgren, 1982; Pullin and
Saffman, 1993). Development of such models, based on infor-
mation that can be obtained from whole field velocimetry tech-
niques, is essential for the further development of classical mod-
eling.

In order to give RANS models predictive capabilities, the
need for empirical constants must be removed. One exciting
possibility is to incorporate the underlying, driving instability
of the flow, based on mean velocities, to obtain a prediction of
Reynolds stresses without using any empirical constants (Liou
and Morris, 1992). The future development of this method
would depend on the construction of amplitude equations that
can correctly represent instability characteristics of various
shear flows. It is essential that the mean velocity profile and its
spatial evolution be incorporated into these amplitude equations.
Quantitative whole field velocimetry techniques can readily pro-
vide global mean flow information at high Reynolds numbers
beneficial to this technique.

Conclusion

In the last two decades, considerable national, human and
monetary resources have been redirected to the development of
CFD. Despite the phenomenal increase in computing power, the
promise of economical, realistic simulation of turbulent flows in
practical Reynolds number ranges ( >10°) has not been realized.
In this respect, the confluence between computational fluid dy-
namics and experiments, beyond its traditional validation role,
becomes a mandatory requirement for progress. In order to
materialize this synergism, it is imperative that we develop a
common ground between simulations and physical experiments.
The digital imaging technique has turned flow visualization
from a qualitative tool into a powerful flow diagnostic method.
This development in digital imaging technology has created a
unique and novel link between the development of experimental
and computational approaches that interactively help each other
in order to develop a better understanding of the physics of
turbulent fiows which will lead to subsequent development of
models for conducting realistic simulation of industrial-type
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flows. For the purpose of discovering new phenomena, experi-
ments remain the most economical tool for fluid mechanics,
while simulations, once they have been verified against experi-
ments, are more suitable for producing comprehensive flow
databases. Simulations can be used for three-dimensional visu-
alization of flow quantities that the current state-of-the-art flow
diagnostic tools are unable to provide.

The computation of physical phenomena without developing
a physical understanding can often produce misleading results.
On the other hand, misguided experiments can equally contrib-
ute to the generation of more questions than answers. These
somewhat orthogonal approaches have created two cultures of
fluid mechanicians. The continuation of this two-culture mental-
ity, namely experimentalists and numerical analysts who con-
duct experiments and simulations in isolation, would delay
reaching the goals of understanding, modeling and predicting
turbulence. To solve this problem, we need to include provisions
in our university and government/industrial research policies
to accommodate and encourage a new generation of scientists
and engineers who understand and appreciate both simulations
and experiments.
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APPENDIX

When one starts talking about turbulence, one gets pushed
immediately into a statistical way of thinking—what is the
mean velocity, what are the r.m.s. turbulence fluctuations, how
large are the Reynolds stresses? Statistical quantities come from
long averages relative to some fundamental time scale of the
flow, so it seems like an interesting question to ask what the
computational time scale is to compute a turbulent flow versus
the laboratory time scale to generate one? Consider this for one
of the classic problems in bluff body wakes: flow past a circular
cylinder.
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The wake of a circular cylinder becomes ‘‘turbulent’” at a
relatively low Reynolds number Re = Ud/v of a few hundred.
It is fully turbulent at Re = 1000 but still accessible to direct
numerical simulations because the range from O(d) to the dissi-
pation scale is fairly narrow, say three to four decades in an
energy scale based on the kinetic energy per unit volume of the
mean flow. This is an ideal case for comparing simulations and
experiments because both should be well within our current
capabilities.

First, consider the numbers for the experiment. Assume the
working fluid is air (v = 1.5 X 107° ms/s), and the tunnel
velocity is a steady 5 m/s. A cylinder with diameter d = 2.5
mm can be made from brass and supported to prevent vibrations,
giving a value for Re that is O(1000). We know the dimen-
sionless shedding frequency or Strouhal number is St =~ 0.2, so
the dimensional shedding frequency is f = St U/d = 400 Hz.
In the wind tunnel, the fundamental time scale for the cylinder
wake is 0.0025 seconds.

What about a simulation of the same flow? Consider a state-
of-the-art calculation with a highly accurate multi-domain spec-
tral method. On a 64 processor Intel Paragon with a sustained
rate of 0.5 Gflops, such a calculation can integrate a model
with O(10%) degrees of freedom (‘‘mesh points’’) as fast as 5
seconds per time step. Moving up the scale, that is 3 hours per
shedding cycle (2100 time steps); 4 shedding cycles per day
(this is a shared facility, so you can only count on 12 hours of
dedicated time); 25 shedding cycles per week; or 100 shedding
cycles in a month. Of course, that is a month of ‘‘real time”’
as opposed to a month of computer time, but it is an accurate
picture of what might be expected at a national supercomputing
center. Here is the bottom line: one month of high-performance
computer-simulated flow equals 0.25 seconds of experimenta-
tion time in the wind tunnel, for this case. Even assuming we
have a dedicated facility, it places the ratio of time scales at
roughly 4,000,000:1. It is important to keep in mind that simula-
tions provide comprehensive flow information (e.g., unsteady
pressure field) which might not be attained through experi-
ments.
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Introduction

This international undertaking was a sequel to the Stanford
1980-81 Conference on Complex Turbulent Flows (Kline et
al., 1982), in which Reynolds-averaged prediction methods
were compared with selected experimental data. The present
project on Collaborative Testing of Turbulence Models (hereaf-
ter ““CTTM’’) was conducted by mail, to allow time for modest
improvements to be made to prediction methods and for dialog
to be established between participants. Our conclusion is, alas,
much the same as that of the 1980-81 meeting: no current
Reynolds-averaged turbulence model can predict the whole
range of complex turbulent flows to worthwhile engineering
accuracy. Stress-transport models (‘‘second-moment’”’ clo-
sures’’) did appear somewhat better than eddy-viscosity meth-
ods (two-equation models, etc.), but not enough to warrant the
abandonment of eddy-viscosity models. It seems likely that the
dissipation transport equation, used to provide a length (or time)
scale in both two-equation and stress-transport models, is a
major source of error. One of the main alternative ‘‘length
scale’’ transport equations, the Wilcox w equation, appears to
perform better but has not been widely tested in complex flows.

The project was funded by no less than four US agencies—
Air Force Office of Scientific Research, Army Research Office,
NASA, and Office of Naval Research. This paper is the top
layer of a stack of increasingly detailed documents, available
from Stanford as specified in Appendix 1. There is no room in
a journal paper for a complete presentation of the predictions
or even a worthwhile number of plots, so that the justifications
for our conclusions are available only in the lower layers. Also,
some of the most useful results of the Collaboration were in
information exchange, notably corrections of errors in models,
codes or concepts, which it would be time-wasting and tactless
to discuss in detail.

Turbulence Models

Full solutions of the time-dependent Navier-Stokes equations
( ““direct numerical simulation,”” or DNS), are restricted to very

* Data have been deposited in the JFE Data Bank. To access the file for this
paper, see instructions on p. 427 of this issue.

Contributed by the Fluids Engineering Division for publication in the JOURNAL
oF FLuUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
September 5, 1995; revised manuscript received January 22, 1996. Associate
Technical Editor: D. P. Telionis.
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on complex ( strongly nonequilibrium) flows. No model was capable of predicting the
full range of flows to good engineering accuracy, but stress-transport models seemed
to perform best. The exchange of views and results alone has been of real benefit to

low Reynolds numbers; and although large-eddy simulations
(LES) are now competitive with DNS in accuracy at an order
of magnitude less cost, even LES is currently too expensive for
routine calculations. Therefore, current engineering prediction
methods are based on Reynolds-averaged (more simply, time-
averaged) equations, with models for the unknown Reynolds
stresses which appear as the result of time-averaging the nonlin-
ear Navier-Stokes equations. Note that a turbulence model is by
definition semi-empirical: quantitative data from experiments or
other sources of inspiration (including, of course, numerical
simulations ) must be fed in at some stage.

Models for Reynolds stresses fall into two classes: ‘‘eddy-
viscosity’’ relations between the stresses and the mean velocity
gradients at the same point in space; and models of the further
unknowns in the exact partial-differential transport equations
for the Reynolds stresses. The latter equations make it clear
that the Reynolds stresses at a given point depend on the whole
history of the flow: eddy viscosity is conceptually unsound.

Eddy-viscosity models have been successful enough to be
widely adopted in industry: the effect of history on the local
behavior of a turbulent flow is small if the mean flow changes
only slowly with distance downstream. However, many real-
life turbulent flows change rapidly in the streamwise direction,
or are perturbed by some external effect. In such ‘‘complex’’
or ‘‘non-equilibrium’’ flows, eddy-viscosity models can give
misleading results, because the turbulent stresses change much
less rapidly than the mean flow. Models based directly on the
Reynolds-stress transport equations ought to perform much bet-
ter than eddy-viscosity models in complex flows, and one of
the main objects of CTTM was to see if this was true in practice.

The models used included one or more examples of

e algebraic eddy-viscosity or mixing-length formulas
one-equation eddy-viscosity-transport models

¢ two-equation eddy-viscosity models, with variable-pairs
(k, €), (k, kL), (k, w), or (k, T), where k is the turbulent
kinetic energy, € is its dissipation rate, and the other quantities
are alternative length or time scales, all expressible as k™e".
The different choices lead to essential differences in the equa-
tions which cannot be removed by adjustment of coefficients.
Wilcox (1993) suggests that w (m = —1, n = 1) is near the
optimum. There was also one Algebraic Stress Model.

* stress-equation models, solving PDEs for some or all of
the Reynolds stresses. All except the Wilcox multiscale model
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(which is a somewhat truncated stress-equation model) used
the e transport equation, nominally modeled in the same way
as for two-equation methods, to provide a length scale.

® large-eddy simulation. The presence of an LES method
in the Collaboration is a landmark: LES may soon become a
serious rival of Reynolds-averaged models.

To compute wall-bounded flows, either the main turbulence
model must be extended to low local Reynolds number (small
u,y/v or small k*/ev) or the main calculation must be matched
to a function specifying the law of the wall, slightly outside the
viscous wall region. The effect of the different ‘‘wall treat-
ments’’ was checked, early in the Collaboration, by asking for
comparisons with the standard law of the wall (see below).

Descriptions of the individual models are contained in the
project newsletters (see Appendix 1: many models have ma-
tured since those descriptions were written).

Organization of the Collaboration

In the early stages, we planned a conference on the lines of
the 1981 Stanford meeting, but Dr. D. M. Bushnell of NASA
Langley Research Center pointed out that a collaborative effort
conducted by correspondence (including mailing of tapes and
disks, plus Fax and electronic mail) would allow better interac-
tion, optimisation and discussion than a ‘‘sudden death’’ confer-
ence,

Development of turbulence models since 1981 has not been
spectacular, and the few new types of model were not well
represented in CTTM. However, significant advances have been
made, partly in numerics (including generally-improved grid
independence due to the availability of larger, cheaper comput-
ers), and partly in ensuring proper limiting behavior in special
cases (e.g., ‘‘realizability,”’” and the two-component limit at a
solid surface). The number and quality of test cases has im-
proved considerably, mainly because the use of microcomputers
in the laboratory has greatly increased the rate of data taking
and allowed more complicated flows to be studied: also, DNS
results are now generally accepted as equivalent to experimental
data. Thus the time was ripe for a new test of turbulence models,.

We distributed experimental data and simulation results to
all model developers who responded to our invitation, on micro-
computer disk. The data sets were selected by the organizers
after informal consulations: there was no equivalent of the 1980
part of the 1980-81 conference, a discussion of possible test
cases. In the event, by no means all the available data were
used, but a data library has been established (see Appendix 2).

The results of each model for the specified test cases were
returned to the organizers, and the graphs were redistributed to
all the modelers, plus some experimenters and other experts
(the total peaked at about 120), for comments. The administra-
tive effort was considerable. The test cases were sent out in
several packages of increasing difficulty. All were for simple
geometries (not excluding complex physics): we realised that
the most up-to-date turbulence models would probably be the
least flexible numerically (perhaps coded only for rectangular
meshes). Nevertheless a number of modelers did not report
results for the final set of complex flows: we have no way of
knowing how many were unable to complete the calculations,
and how many did not choose to report poor results.

The reaction times of modelers proved to be much longer
than anticipated and, furthermore, comparatively few sets of
detailed comments were received from the collaborators. One
reason for slow progress or complete. withdrawal, not clearly
foreseen by the organizers or the agencies, is that funding of
turbulence modeling in the 1990s is more closely tied to the
sponsor’s interests than it was ten years ago, making it difficult
to divert effort to a general-interest project (although the U.S.
agency sponsors all said they would be sympathetic to requests
to do this). Another reason for the failure to keep deadlines
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was that comparisons with data prompted many modelers to
improve their models or numerics: this was the main reason for
conducting a ‘‘mail order’’ operation, but made it very difficult
to administer.

As a result of the poor response, the number of different
computations of each of the final group of complex flows is too
small for firm conclusions to be drawn about the performance
of the different types of model: clearly there is a danger of
doing injustice to a model type that is mainly represented by
incompletely-developed codes.

Numerical Accuracy

We did not require explicit demonstrations of grid indepen-
dence, believing that it would not be reasonable to expect this
for each flow. We did, however, use the flat plate ‘‘entry’’ cases
as a check on accurate reproduction of the law of the wall: the
commonest example of inadequate resolution is too coarse a
grid in the viscous wall region or improper use of a wall func-
tion. A good deal of time was taken up in sorting out the
difficulties—not all strictly numerical-—that did appear, and
considerable improvements in some of the codes resulted.

It was suggested by others at the start of the project that we
might be overwhelmed by large numbers of people using the
standard k, e model. In fact there were several examples of this
popular model with standard coefficients but with different wall-
layer treatments or numerics, and comparisons proved very use-
ful.

Test Cases and Results

The February 1990 ‘‘Entry Cases.”” The first set of test
cases to be sent out was simply a request for predictions of
skin-friction coefficient and Stanton number in boundary layers
in zero pressure gradient at a single Reynolds number of 10*
based on momentum thickness: (i) in incompressible isothermal
flow, (ii) incompressible flow with small temperature differ-
ence, (iii) flow over an adiabatic wall at a free-stream Mach
number of 5.0, (iv) low-speed flow over a wall at 6 times the
free-stream temperature, i.e., about the same temperature ratio
as for case (iii). The results for cases (i) and (ii) immediately
identified any models with severe accuracy problems, (iii) was
a simple check of general ability to predict compressible flow,
and (iv) allowed discrepancies in (iii) to be attributed either to
high-Mach-number difficulties as such, or inability to handle
large density differences at any speed.

Some of the compressible-flow methods were not used on
case (i) or the later incompressible cases. This was unfortunate,
because the incompressible data base is much larger, more com-
plete and generally more reliable. Some codes will indeed not
run at zero Mach number, but extrapolation back to zero Mach
number is fairly straightforward and was encouraged by the
organizers.

Most of the results for flat-plate ¢, in (i) were fairly close to
the data consensus of 0.00264 (which has an uncertainty of no
more than *2 percent). An interesting spinoff from our checks
of wall-treatment accuracy was a plot of predicted ¢, against
I, the predicted value of U/u, at u.y/v = 100 (which is
somewhere in the middle of the logarithmic region at Re; =
10*). Here u, is the friction velocity V7,,/p. The recommenda-
tions of Coles (Coles and Hirst, 1969) for the logarithmic-law
constants (k = 0.41, C = 5.0) give I,o0 = 16.23. The range of
predicted values of i, was quite large (initially between 15.2
and 17.5, a 14 percent band), indicating a wide variety of wall-
treatment results. Furthermore there was little trace of negative
correlation between c; and I49: that is, low/high results for ¢;
could not generally be attributed to high/low predictions of I,
by the wall treatment, but must have arisen in the outer layer.
It appears that some models may have been optimised for flat-
plate ¢, by adjusting the wall treatment without checking confor-
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mity with the universal law of the wall. We asked modelers to
justify the departures from Coles’ recommendations for the law
of the wall, but the only specific response was from Fernholz
who based his preference for k = 0.40, C = 5.1 ({;o0 = 16.61)
on the data analysis in the series of AGARDographs on com-
pressible flow data by himself and co-authors.

The ““August 1990°* Test Cases. (Full details of the test
cases, including references to publications, are given in the
project newsletters.)

(i) Thin shear layers and homogeneous flows.

The incompressible cases began with the Samuel and Joubert
boundary layer in increasing adverse pressure gradient, which
proved a hard case at the 1980-81 meeting. Results here were
generally better, though the k, ¢ method overpredicted turbulent
mixing in general, and skin friction in particular, as before. The
stress-transport models, and also the k, w and multiscale models,
gave much better results.

Direct simulations of a constant-pressure boundary layer
(Spalart, 1988) and a two-dimensional duct (Kim et al., 1987)
were included, and modelers were asked to compare the highest
order quantities they modeled (e.g. dissipation or triple prod-
uct). This use of simulation results is another landmark in turbu-
lence model testing. These simulations of simple flows were
particularly useful in assessing wall treatments.

Homogeneous turbulence (strained and unstrained) was rep-
resented by experimental data. Some of the dissipation data
proved unreliable, and most modelers adjusted the initial dissi-
pation so as to reproduce the initial TKE decay rate from the
experimental data. With this legitimate amendment, most mod-
els predicted the homogeneous turbulence cases quite accu-
rately: bear in mind that many models have been adjusted to fit
(unstrained) homogeneous turbulence data.

For the free shear layers (round jet, plane jet, and plane
mixing layer) modelers were simply asked to compare their
predicted spreading rate with data correlations. One object was
to discover the status of the *‘round-jet/plane-jet anomaly,”’ the
curious fact that many codes cannot produce good predictions
of both flows with a single set of coefficients. The anomaly was
still present in some codes: part of the explanation is that the
streamwise transport of dissipation, which would be neglected
if the boundary-layer approximation was made, is in fact quite
large, so that an elliptic code is needed (Baz et al., 1992). This
may be an artifact of current dissipation-equation models but
is certainly real according to the rules of the game. A converse
difficulty is that, to calculate thin shear layers with specified
pressure distributions, users of fully-elliptic codes have to adjust
the normal velocity on a fictitious upper boundary by trial and
error if the full experimental geometry is unavailable.

(ii) Backward-facing steps.

These (data of Driver and Seegmiller, 1985) were the only
complex flows attempted by enough modelers for different types
of model to be compared. Key quantities are the distance to
reattachment, and the maximum negative surface shear stress
in the separated region (a measure of the strength of the recircu-
lation). It has been pointed out by Jovic and Driver (1993)
that (= ¢/ )ma varies strongly with Reynolds number: evidently,
predicting it is a severe test of a near-wall model. Most methods
underpredicted the reattachment distance x, in both cases: for
the step with the opposite wall inclined at 6 deg, where x, is
8.1k, 13 out of 15 predictions were too low, the range being
4.8k to 8.95h, while for the paraliel-wall case (x, = 6.2h) 10
out of 11 predictions were low, the range being 4.5k to 6.54.
(—~cs)m predictions were scattered over a range of between
two and three to one in both cases, most of the results for the
parallel-wall case being low, while over- and underpredictions
were about equal in number for the 6 deg case. A given model
generally erred in the same way in both flows. Curiously there
was a slight tendency for low x, (too much mixing) to be
associated with low (— ¢4 ) - Modelers were asked to continue
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the calculations to 32 step heights downstream of the step, to
see how well the models predicted recovery, but computing
costs prevented some from doing this.

It was not possible to rank the different types of model for
accuracy: there were good and bad examples of each. The stan-
dard (and near-standard) k, ¢ models did badly (too much
mixing), but Rodi and Scheuerer’s ‘‘two-layer’’ model (k, ¢
with a single equation in the wall region) was much better.
Leschziner’s family of stress-transport models produced widely
differing predictions, especially for the 6 deg. case. The best
results were those of the k, w model (computations by F. Menter
of the Marvin group at NASA Ames Research Center), overpre-
dicting x, by about 5 percent in each case, with (— ¢f ). Over-
predicted by 10 percent for the parallel-wall case and 20 percent
for the inclined wall. The k, w model overpredicted the peak
shear stress at x = 32k by 15 percent for the 6 deg wall case
but underpredicted by 10 percent for the parallel wall case. The
multiscale model was not tried on this flow: in thin shear layers
it gave results close to the k, w method and one would expect
its advantages, if any, to appear in complex flows.

(iii) Compressible flows.

These included a second set of “‘entry’’ cases, requiring pre-
diction of skin friction and heat transfer in constant-pressure
boundary layers at free-stream Mach numbers of 2, 3, 5, and
8, with temperatures down to 0.2 of the adiabatic-wall tempera-
ture. The corresponding ‘‘data’’ were simply the predictions of
the Van Driest II skin-friction formula, which is still regarded
as an acceptable data correlation. Many of the models explicitly
or implicitly use the Van Driest transformation: in the inner
layer, it is equivalent to the mixing-length formula. Some of
the compressible flow models were evidently not intended for
such high Mach numbers and/or low temperatures and per-
formed very badly.

The requirement for compressible mixing layer computations
was to plot spreading rate against convective Mach number.
(Convective Mach number is not quite a unique parameter but
is adequate to distinguish present-day models.) As expected,
only models with empirically-adjusted compressibility terms
could reproduce the observed decrease in spreading rate with
Mach number. The status of compressible-flow modeling is
changing rapidly at present, and warrants a full review in a few
years’ time.

The final compressible case was a boundary layer in adverse
pressure gradient (Fernando and Smits) at M ~ 3. The three
sets of results submitted for this case, from an “‘integral’’ model,
a k, L model and a k, ¢ model, were all acceptably accurate: it
seems that turbulence models calibrated for low-speed flow
will deal satisfactorily with distributed pressure gradients at
moderate supersonic speeds. We did not request a calculation
of a shock/boundary layer interaction. Also, we were not able
to find any satisfactory test case for a hypersonic (M > 3)
boundary layer in distributed pressure gradient, and Settles and
Dodson (1993) have recently confirmed this disconcerting gap
in our experimental knowledge of turbulent flows.

Complex Flows—The ‘‘August 1991°” Cases. Results for
the August 1990 cases were slow to come in, and many model
changes were made (modelers were asked to repeat the “‘entry’’
test cases if they changed the model). The final set of test
cases was sent out a year later, and comprised: a ‘‘sink-flow”’
boundary layer simulation (Spalart), run at Reynolds numbers
approaching reverse transition and therefore a severe test of
near-wall models; boundary layers on convex (Alving et al.)
and concave (Johnson and Johnston) surfaces; two-dimensional
(Castro and Bradshaw) and axisymmetric (Cooper et al.) in-
pinging ‘‘jets’’ (better described as mixing layers); three three-
dimensional flows, namely a swirling jet (Morse), an idealized
swept wing (Van den Berg et al.) and a simulation of an approx-
imation to the turbulent Ekman layer (Spalart); and a ‘‘one-
dimensional”’ time-dependent oscillating flow (Sumer et al.).
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These test cases were chosen to be computationally simple,
although a full Navier-Stokes code was needed for most of
them. Unfortunately the number of results reported for each test
case was too small for meaningful comparisons between mod-
els. It was, however, clear that two-equation models behaved
poorly in the more rapidly-changing flows. Stress-transport
models gave better results but were still not good for the imping-
ing jet flows. Results for the three-dimensional cases were too
few for any conclusions to be drawn,

A clear conclusion is that none of the models could reproduce
the effects of streamline curvature (curved-surface boundary
layers, impinging jets) better than qualitatively. Evidently ad
hoc corrections for curvature are still needed, but it is difficult
to make them properly independent of the axes.

Conclusions

We have to offer the same unwelcome conclusion as that of
the 1980-81 Stanford meeting: no current turbulence model
gives results of good engineering accuracy for the full range of
flows tested. That range was smaller than in 1980-81, but
generally more demanding.

The results confirm that models using the dissipation-trans-
port equation perform rather badly in boundary layers with
pressure gradients, a comparatively simple class of flow: both
here and in the backward-facing step flows, Wilcox’s equation
for w (equivalent to €/k) seemed to be an improvement but it
was not used on the final set of complex-flow test cases.

A defect of even the highest-order (stress-transport) models
is an inability to predict the effects of streamline curvature
without empirical correction factors.

A major source of confusion in comparing results for com-
plex flows was scattered predictions for simple flows; many
models had simply not been adjusted to compute such flows
accurately, in particular to reproduce the ‘‘law of the wall.”’
The Collaboration certainly had a good influence here. Indeed,
probably the most.valuable part of the Collaboration is that the
world’s turbulence modelers have had the chance to exchange
quantitative results and qualitative ideas, and to compare their
models with independently-chosen test cases as a preliminary
to applying them to predictions of real-life turbulent flows.
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APPENDIX 1

Further information is available in several ‘‘layers’’:

1. A more detailed summary of the project, including a
summary of the test cases, tabulated results and an address list
for those participants who were still active at end of March
1992, is available as an expanded version of the December 1992
Final Report to the sponsors.

2. Newsletters numbers 1 through 7 (total about 500 pages)
which contain full details of the project including selected
graphs of results as submitted by the modelers. In some cases
more details were submitted than actually specified by the orga-
nizers, and the extra graphs are on file at Stanford.

3. - Description of the JFE Data Bank. Data distributed to
the collaborators (but not all used) comprised: about 45 test
cases from the 1980-81 meeting, replacements for many of
these, five compressible flows selected from AGARDograph
315, and a set of nine complex-flow cases including simulation
results. A further selection of 16 test cases was made in 1992:
the data are mainly as supplied by the originators, without edit-
ing at Stanford. The final group of 16 cases is also unedited
but available electronically.

Paper copies of fext material (much of which was never
available electronically) can be obtained from Bradshaw at
Stanford University (address above): the larger items will be
charged for at the cost of reproduction, handling and mailing
(approx. 7.5 cents/page). Requests for information about the
latest versions of the models, and for further information about
the test cases, should be directed to the originators and not to
Stanford, but Stanford can supply addresses if needed.

APPENDIX 2

The JFE Data Bank ‘‘Data Library”’

This collection of experimental data and simulation results,
totalling about 10MB of information, was originally made avail-
able on 1.2MB 5-} in. MS-DOS floppy disk or 1.44MB 3-5 in.
MS-DOS diskette and for convenience each set in the JFE Data
Bank is referred to below as a ‘‘disk.”’ All the data are in
the public domain. The library falls into four parts, available
separately: )

(1) Hard-copy description of the library (enlarged self-con-
tained version of this Appendix).

(ii) The data originally distributed (on six 5% in. 1.2 MB
disks) to modelers taking part in the Collaboration, containing
edited data for many more cases than were actually used. Part
(i) of the library is included as an ASCII file.

(iii) Sixteen further selected, but mainly unedited, cases
from the bank of undistributed data (equivalent of five 5 in.
1.2 MB disks). This selection is not to be regarded as a defini-
tive choice, but a set which happened to interest a particular
expert (not one of the organizers).

(iv) the remainder of the data bank, ‘‘as-is’’: communica-
tion with the originators is advised before the data are used.

Disks 1-6 of the original distribution contain files which list
the cases and contain running instructions for the more difficult
cases actually used in the project; the data files for each test
case contain some extra information. However the library does
not contain full descriptions of the experiments: these are avail-
able either in the references quoted or from the experimenters.

We distributed the data from the 1980-81 meeting (Kline et
al., 1982) unaltered (on Disk 1 for incompressible flow and
Disks 2 and 3 for compressible flow) and in full except for five
very long files. These exceptions are 0411 (circular cylinder),
0441 (stalled airfoil), 0511 (wing-body junction), 0512
(curved duct) and 8602 (shock/BL interaction): they can be
furnished on request. All files have the same names as the
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1980-81 cases, with prefix “‘F,”” e.g. FO141 for 1980-81 case
- 0141, Samuel/Joubert boundary layer. For the 1980-81 cases
actually used in the Collaboration, we distributed unpacked and
annotated data: these files are mostly on disk 4 onward, and
have suffix ‘““A’’: for example, unpacked and interpolated data
for the 1980-81 case 014! are on file FO141A. Some of the
1980-81 cases were ignored in favor of more recent data sets
for similar configurations. These and other new cases are in the
format supplied by the originators, but with some editing to
produce reasonable uniformity.

Disk 5 contains selected test cases from AGARDograph 315
‘A survey of measurements and measuring techniques in rap-
idly distorted compressible turbulent boundary layers’’ by
H. H. Fernholz, P. J. Finley, J. P. Dussauge, and A. J. Smits.
The complete data are available from NASA Sci. and Tech.
Info. Ctr., phone (301) 621-0204, or from the AGARD National
Centers listed on p. 1-3 of AGARDograph 315.

Disk 6 contains new complex flow data, from simulation and
experiment, and some edited data from 1980-81, as used in
the ‘‘August 1991’ test cases.

Journal of Fluids Engineering

JUNE 19986, Vol. 118 / 247

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



B. J. Boersma
PhD-Student.

F. T. M. Nieuwstadt

Professor.

Large-Eddy Simulation of
Turbulent Flow in a Curved Pipe

In this paper, we use Large-Eddy Simulation (LES) to compute a fully-developed
turbulent flow in a curved pipe. The results allow us to study how the curvature

influences the mean velocity profile and also various turbulent statistics. We find
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reasonable agreement with the few experiments that are available. Our simulation
also allows a detailed study of secondary motion in the cross section of the pipe
which are caused by the centrifugal acceleration due to the pipe curvature. It is
known that this secondary motion may consist of one, two, or three circulation cells.

In our simulation results we find one circulation cell.

1 Introduction

A study of turbulent flow in curved pipes is of great practical
importance. Pipes with bends occur in almost any flow appli-
ance or equipment and for its design or operation data on the
flow parameters are required. For instance, the increase in pres-
sure loss due to a bend must be known in order to calculate the
total resistance of a pipeline. Furthermore, a bend disturbs the
flow due to the generation of secondary circulations. This upsets
the axial flow pattern and, consequently, the reading of a flow
meter which is positioned too close to a bend.

The flow in a bend is influenced by a centrifugal force due
to the curvature. This centrifugal force is, in principle, balanced
by a pressure gradient in the plane of the bend. However, near
the wall where the velocity is small, this pressure gradient can
no longer be balanced by the flow and, consequently, the fluid
is forced inward, i.e., toward the center of the bend. Due to
continuity, the rapidly moving central part of the flow is forced
outward. The result is a so-called ‘‘secondary’’ flow in the plane
perpendicular to the mean flow and we already have referred
to this effect above. If the curvature is significant so that the
secondary circulation sufficiently strong, the axial velocity pro-
file will be completely altered with respect to a straight pipe
and a considerable increase in drag is observed. The magnitude
and shape of the secondary motion depends on the Dean number
of the flow which is defined as:

De = k% Re

(1

where « is the inverse radius of curvature non-dimensionalised
with the pipe diameter and Re is the Reynolds number based
on the bulk velocity and the diameter.

An extensive amount of work has been done both on devel-
oping curved pipe flows, i.e., a flow influenced by the entrance
length and on fully-developed flows where the flow is indepen-
dent of the entrance length. A fairly complete review has been
provided by Berger et al. (1983) and by Ito (1987). For more
recent studies, we refer to Azolla et al. (1986), Anwer and So
(1993), and Anwer et al. (1989). These studies are mainly
experimental and they report on measurements of mean velocity
profiles, turbulent statistics, and sublayer bursting. With respect
to numerical modelling, we can mention Patankar et al. (1974)
who solve the parabolic Navier-Stokes equations for developing
flow in a curved pipe using a two-equation k — € turbulence
model. Recently, Lai et al. (1991) performed a similar computa-
tion however, with a Reynolds stress model. The parabolic
equations used in these references are only applicable for pipes
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with a very small curvature. In pipes with a dimensionless cur-
vature k' of, say x > 0.1, significant elliptic effects are present
(e.g., Ito, 1987) and the parabolic equations can no longer be
used.

Only very few experimental investigations exist of the sec-
ondary circulation patterns in a turbulent curved pipe flow. The
reason is that it is very difficult to measure the secondary flow
velocities, of which the magnitude is less than 10 percent of
the mean axial velocity (see Bradshaw, 1987). Based on the
experimental studies carried out so far, Anwer and So (1993)
conclude that there may be one, two, or three secondary cells
present in the cross section of ‘the pipe. The number of cells
depends on the entrance length and also on the Dean and Reyn-
olds number of the flow. Anwer and So (1993) characterize the
secondary motions in the following way: a so-called Dean cell
is found near the pipe wall at the inside of the bend. This cell
is directly driven by the centrifugal force and is therefore always
present. A second cell may form near the pipe center as a
result of a local imbalance between the centrifugal force and
the pressure gradient. Finally, a third cell can sometimes be
found at the outside of the bend. Its formation is attributed to
the anisotropy of the turbulent normal stresses and their gradi-
ents. The second cell is only present in developing flow and
the third cell is only found in a flow with a rather high Dean
number.

In the aforementioned study of Lai et al. (1991), in which
a computation is performed with a Reynolds-stress model in
combination with a near-wall correction and symmetry condi-
tions at the half plane of the pipe, one finds three secondary
cells. The results obtained with this model agree qualitatively
with the measurements carried out by Anwer and So (1993),
but no quantitative comparison has been made.

It will be clear that there are a number of interesting flow
phenomena but at the same time also a lack of detailed data for
the problem of a curved turbulent pipe flow. Therefore, the
objective of the present paper is to present such data with the
aid of a LES. Our study is restricted to a fully-developed curved
pipe flow, because in that case the in- and outflow boundary
conditions can be approximated as periodic. Such boundary
conditions are rather straightforward to implement in a LES
code, whereas the correct boundary conditions for a developing
flow are still far from being solved.

As outcome from our LES computations, we will present data
on the various turbulence parameters, such as the turbulence
intensities and Reynolds stresses. In addition, we will discuss
how these statistics are influenced by the curvature. Simulation
results will be also given for the secondary flow patterns.

2 Governing Equations
The coordinate system used in the computations in a toroidal

system (see Fig. 1). The metric of this system is given by
Germano (1982):
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Fig. 1 The system of toroidal coordinates defined along the curve s.
The | and Il indicate the two planes in which we will present our simula-
tion results.

dx dx = dr?* + (#d9)? + (1 + «r sin 8)%ds? (2)

where dr, df, ds are the infinitesimals in the radial, tangential
and axial direction, and « stands for the inverse radius of curva-
ture. With the metric given by Eq. (2) one can obtain the scale
factors hy, h,, ks (e.g., Batchelor, 1967):

hl = 15 (3)

With these scale factors it is rather straightforward to derive all
the terms in the continuity equation and in the Navier-Stokes
equations (e.g., Batchelor, 1967). The governing equations are
non-dimensionalized with as scaling variables the pipe diameter
D, the mean friction velocity Uy, and the dimensionless time
D/U,. The mean friction velocity U, is here defined as

h,=r, h3 =1+ krsin 8

l 29
Uy = —f us(6)do (4)
27r 0
where u, (8) is the square root of the wall shear stress divided
by the mass density of the fluid.

3 Large Eddy Simulation

Any turbulent flow consists of a range of flow scales (ed-
dies). In a LES, the small eddies are removed from the problem
by a spatial filtering procedure and the remaining large scales
are solved explicitly. The filtered variables are often called the
resolved scales, and the scales (eddies) smaller than the filter
the subgrid scales. This filtering technique is inspired by the
fact that large eddies are geometry or flow dependent while
small eddies are more or less universal, i.e., geometry indepen-
dent. Therefore, a model for the small scales (the so-called
subgrid model) can be formulated, which may not depend
strongly on the flow geometry. Moreover, the energy in the
subgrid scales is small by definition so that even a not com-
pletely correct subgrid model will have only minor influence
on the large scales.

Every flow variable is subdivided in a resolved and a subgrid
contribution according to ¥ = ¢ -+ ". The overbar denotes
the filtering and the double prime the subgrid scale. To obtain
an equation for the resolved variables, we apply the filter proce-
dure to the Navier-Stokes equations with as result:
ou _ = -
p(-(—g;%—V'(ﬁll))=—‘VP+V'T—V‘T_‘.£._‘. &)

where u is the velocity vector with components (u, v, w). We
find that the filter procedure applied to the momentum equations
leads to an additional stress tensor T.,. This stress is a new
unknown in the equations and therefore needs to be modeled.
This is denoted as the subgrid model. Here, we shall use the
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most simple subgrid model which is based on the assumption
of gradient transfer. In that case the subgrid stress tensor is

related to the (resolved) deformation rate tensor, €;
3(3 1 9x; + du;/dx;) by

(6)

where v, is the turbulent viscosity. Application of Eq. (6) re-
quires an expression for v,. Here we will use the well-known
model of Smagorinsky for which v, is related to the resolved
motions by:

Togs = 2V,

v, = (C,A)NE]. (7)

where A is a characteristic grid spacing, and C, is the Smagorin-
sky constant. The standard Smagorinsky model does not reduce
the subgrid viscosity to zero at the wall as it should be, because
the Reynolds stress is exactly zero at the wall. Therefore a
damping function is required near the wall. Here we apply the
van Driest damping function (Piomelli et al., 1988) given by

CA := GA[L — exp(—y*/26)] (8)

where y* = u,y/v is the dimensionless distance to the wall
based on the local friction velocity. This distance y* is not
known a priori because we have only fixed the mean frictional
velocity (Uy), and not the local frictional velocity (uy ). There-
fore, we have to calculate the local wall friction uy at every
position § and at every time step. Recently more sophisticated
models have been developed for the near-wall region. These
are based on the dynamical model of Germano (see for instance
Ghosal et al., 1995). However, previous simulations of fully-
developed straight pipe flow with the Smagorinsky model and
the van Driest damping function have shown good agreement
with experiments (e.g., Eggels 1993). Besides this the Smagori-
nsky model (with damping) is much cheaper than the dynamic
model. Therefore, we will use this simple model also in this
case.

As already mentioned above, the background of the Smagor-
insky subgrid model is the gradient transfer hypothesis or K-
theory. From turbulence modeling we know that models based
on K-theory do not perform well in flows with curved stream-
lines. This may perhaps lead one to expect that a Smagorinsky
subgrid model is not applicable for LES of curved pipe flow.
However, Eggels et al. (1995) show that a LES with the Sma-
gorinsky subgrid model correctly predicts the large scales in a
rotating pipe flow for which standard K-theory is also totally
inappropriate. As we have argued above, the explanation for
this success is that the details of the subgrid model, even if they
are not correct, do not strongly influence the large scales be-
cause the energy of the subgrid scales is smali compared to the
energy of the large scales. Therefore, we are confident that in
our case the Smagorinsky model can be applied to curved pipe
flow without much adverse effect on the simulation of the gen-
eral characteristics of the flow.

4 Numerical Model and Computation

In this section, we give an outline of the numerical method.
We use a finite volume method (FVM) on a staggered grid to
discretize the spatial derivatives and source terms in the continu-
ity and momentum equations.

The advective part of the Navier-Stokes equations is inte-
grated in time with an explicit Leap-Frog scheme in radial and
axial direction. In the tangential direction we have used an
implicit Crank-Nicolson scheme. The viscous terms in the Na-
vier-Stokes equations are integrated with an Euler forward
scheme.

The pressure correction method is applied to ensure the in-
compressibility condition. This involves the solution of a dis-
crete 3-D Poisson equation. Due to the complexity of the geom-
etry, a standard fast Poisson solver cannot be used. Therefore,
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we use a solver which uses a Fast Fourier Transform (FFT) in
the axial direction. This reduces the 3-D Poisson equation to
N, 2-D discrete Helmholtz equations, where N denotes the num-
ber of gridpoints in the axial direction. The 2-D Helmholtz
equations are solved with a Conjugate Gradient method. The
solutions of the Helmholtz equations are then transformed back
with a FFT to the physical space, which yields the pressure.

4.1 Boundary Conditions and Forcing. At the in- and
outflow cross section we apply periodic boundary conditions
for the velocity and pressure variables. These boundary condi-
tions can only be justified when the computation domain in the
axial direction is larger than the integral length scale of the
turbulence, i.e., the streamwise correlation should become small
over a distance equal to half the computational domain. In the
tangential direction all variables are periodic by definition. For
the velocity components at the pipe wall we do not use a wall
function, which is a rather controversial issue especially in com-
plex flows. Therefore we directly apply the no-slip boundary
conditions. This can be done when the first grid point is placed
sufficiently close to the wall, i.e., within the viscous sublayer,
and this is accomplished by a nonuniform grid in the radial
direction. At the centerline we ensure continuity of the velocity
components by imposing artificial conditions which are based
on interpolation across the centerline. In addition, the term du/
a8 in the T,4-stress component is set to zero at r = 0. For the
pressure we use, beside the periodic boundary conditions at
the in- and outlet, Neumann boundaries at the pipe wall and
centreline.

The flow is forced in the axial direction by means of an
external pressure gradient V P. This pressure gradient must bal-
ance the viscous friction at the pipe wall and can be estimated
from a simple force equilibrium

AP
vP As 4p

where As is a distance along the pipe centreline.

Ui

D 9

4.2 Computational Details. The length of the pipe along
the axial coordinate s is taken to be 6.5 pipe diameters. The
Reynolds number, based on the mean friction velocity and pipe
diameter, is chosen to be 2000. The numerical grid has 40
points in radial, 114 points in tangential and 200 points in axial
direction. As mentioned in the previous subsection the grid
spacing in the radial direction is nonuniform. Also a run on a
much coarser grid (32 X 80 X 100) has been carried out to
check the effect of grid refinement and the influence of the
subgrid model.

The computations are carried out on a Cray-C90 supercom-
puter. The simulations were started from a velocity profile for
fully developed straight pipe flow with small random perturba-
tions superimposed. The computations, in principle should be
extended sufficiently long so that results are independent of
the initial conditions. In our case we took four characteristic
timescales D/ U, , which may seem to be somewhat short espe-
cially when compared with standard pipe flow, where the tran-
sients from the initial conditions are noticeable for a long time.
In the curved pipe case the flow is strongly mixed by'the second-
ary flow so that the transients from the initial conditions disap-
pear faster than for the case of a straight pipe. As a result the
bulk velocity becomes stationar after 2.5 timescales.'

After the 4 timescales 40 data-fields are collected separated
in time, with equal intervals, over 4 additional timescales D/
U, . One may wander whether these forty fields generate enough
independent samples to obtain stable statistics, especially be-
cause apart from time averaging there is only one homogeneous

' A typical size of an eddy in pipe flow is 0.1D and the timescale of this eddy
is equal to 0.1D/U,, two timescales correspond thus with twenty large eddy
turnover times,

250 / Vol. 118, JUNE 1996

direction available over which can be averaged. Therefore, some
statistical scatter in the results should be expected. One com-
plete run with the finest resolution mentioned above, takes ap-
proximately 60 CPU-hours (Cray-C90).

5 Results

In Table 1 several mean quantities obtained from the LES
are listed for three different simulations with « = 0, x = 0.01,
and « = 0.05, respectively.

It is clear that the flow rate decreases with increasing curva-
ture. This could be expected because in principle increasing
curvature implies increasing secondary circulation and conse-
quently increasing drag. However, we have fixed the external
pressure gradient or the mean wall shear stress so that drag
increase in this case shows up as a decreasing bulk velocity.
The friction factor obtained from the standard pipe flow simula-
tion, i.e. k = 0 is in reasonable agreement with the value pre-
dicted by the Blasius correlation: Cp, = 0.0791 Re;%%. The
small difference between computed friction factor and the Blas-
ius equation is caused by a too large value of the subgrid eddy
viscosity or a too small damping near the wall as explained by
Eggels (1993). The friction factors obtained from the simula-
tions with « > 0 are clearly larger than the value for the straight
pipe as one would expect.

In Fig. 2, we show the mean velocity profiles obtained from
the simulations A, B, C, D in two different planes (plane I and
II in Fig. 1). Before we discuss these velocity profiles in more
detail, we will consider the effect of the grid size and the Sma-
gorinsky coefficient on our results. Both in Table 1 and Fig. 2,
we give some results obtained from run D which is computed
with a much lower resolution than run C. The differences be-
tween the results of run C and D are very small and therefore
we expect that the resolution of run C is high enough to obtain
grid independent solutions. Moreover, a run with a somewhat
lower value of the Smagorinsky coefficient (C, = 0.08) has
been carried out showing again only minor differences. Also a
run without the subgrid model has been carried out (results not
shown) for the case k = 0.05, resulting in an oscillating solution
with a much too high bulk velocity (20 percent higher than the
value predict by the Blasius correlation for a straight pipe).
This clearly underlines the necessity of a subgrid model.

Let us continue with a discussion of the velocity profiles of
Fig. 2. We first consider the velocity profile in a plane perpen-
dicular to the plane of curvature (plane II). This profile is
symmetric with respect to the pipe centreline and has its velocity
maximum near the pipe wall. For this velocity profile the differ-
ence between the straight and the curved pipe flow is on the
average rather small. Next, we consider the velocity profiles in
the plane of curvature (plane I), The maximum of the axial
velocity is shifted in simulations B and C to the outside of the
bend. The difference between the velocity profiles for a straight
and curved pipe flow is very large at the inside of the bend,
even for the small value k = 0.01. This large effect of a rather
small curvature is also observed by Moser and Moin (1987) in
curved channel flow.

From Fig. 2, it becomes also clear that the velocity gradient
dw/or at the outside wall is much larger than at the inside wall.
Therefore, the viscous sublayer (y < 5y*) which is proportional
to 1/7,5 =~ (dw/dr) ! must be thinner at the outside than at the
inside of the bend. This nonuniform thickness of the viscous
sublayer has some consequences for the accuracy of the numeri-
cal calculations. The calculations are started with a computa-
tional grid which has two gridpoints in the region 0 <y < 5v/
U, i.e., two gridpoints in the “‘initial’’ viscous sublayer, which
is in general enough for LES of wall bounded flows. When the
flow reaches the fully developed state, the sublayer thickness
at the outside is approximately 3.5v/U,, which implies that
there is only one grid point in the viscous sublayer. It will be
obvious that the numerical accuracy of the simulation is some-
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Table 1 Some quantities obtained from the LES. The N denotes the number of gridpoeints, Re, = U,D/v the Reynolds
number based on the mean friction velocity, « the dimensionless inverse radius of curvature, (W) the bulk velocity, Re,
= (W)D/v the bulk Reynolds number, De the Dean number, C;/Cy,, the friction factor normalised with the Blasius value

and C, the Smagorinsky constant

A B C D E
N 40 X 114 X 200 40 X 114 x 200 40 X 114 X 200 32 X 80 X 100 32 % 80 x 100
Re, x 107 2.0 2.0 2.0 2.0 2.0
K 0 0.01 0.05 0.05 0.05
(W)U, 19.06 18.88 18.42 18.46 18.61
Re, x 107° 38.120 37.760 36.840 36.920 37.220
De 0 3776 8240 8256 8320
Cil Cops 0.97 0.98 1.03 1.03 1.02
C, 0.10 0.10 0.10 0.10 0.08

what affected by the low resolution in the viscous layer at the
outside of the bend. It is also clear that the resolution at the
inside of the bend, where the depth of the viscous sublayer
measures 8¢/ Uy, will be increased with respect to the straight
pipe.

In Fig. 3, we have plotted the axial velocity profiles at several
tangential positions in the upper-half plane using ‘‘law of the
wall’’ coordinates, based on U, . Furthermore, the logarithmic
velocity profile for a fully developed flow W =25In(Y*) +
5.5 is also shown. We should mention here that for a straight
pipe Eggels (1994) has already shown that the LES results
agree well with this logarithmic profile. However, for the curved
pipe the differences between simulation results and the standard
logarithmic law are striking. These differences occur not only
in values of the velocity but also in the slope of the curves.
Only the profile at the inside wall, i.e., § = 180 deg, has the
same slope as the standard logarithmic profile but with a differ-
ent constant. In Fig. 4 the same profiles as in Fig. 3 are plotted,
but now using the local u, as a scaling variable instead of U,.
This figure shows that all profiles are more or less linear in the
viscous sublayer, i.e. w = y* holds. This means that, in view

plage 1 (40 x 114 x 200) ——
plana IT (40 x 1k4 x 200) —

w()

K=0 ——

o3 .; plans 1 (32 % B0 x 100) ¢
i : plane 11 (32 x 80 x 100} ©
0 I i I 02 L 1 L 9
0.5 025 0 0.25 05 05 -0.25 0 0.25 05

/D t/D

Fig. 2 The mean axial velocity profiles in two different planes (see Fig.
1). The left figure is for run B, i.e., obtained with an inverse radius of
curvature k = 0.01. The right figure is for run C (lines) and run D (symbols)
with « = 0.05.

25

Wyt

180°
2.5In(y) +5.5 -~
k=0 ©

| ST
100 1000
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Fig. 3 The mean velocity profiles (run B) in the upper half-plane, for ¢
= 0, 45, 90, 135, 180 deg, in wall coordinates using mean friction velocity
U, as velocity scale. The straight line is the logarithmic approximation
W =2.5In(U,(D/2 — r)/v) + 5.5, and the symbols denote the axisymme-
tric profile obtained from run A for k = 0.
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of the points mentioned above, the numerical resolution in the
viscous sublayer seems to be fine enough to resolve this layer.

In Fig. 5, a contour plot is given of the axial velocity for
both ¥ = 0.01 and k = 0.05. This figure illustrates clearly that
the flow is symmetric about the y-axis (Fig. 1) and that the
fluid velocity at the inside of the pipe is relatively low. The
regions with high velocity at the top and bottom of Fig. 5 are
caused by the secondary motions to be discussed in the next
section.

5.1 Secondary Motion. In the introduction, we have ex-
plained that the centrifugal force causes a secondary motion in
the cross-plane of the pipe. In this section we will investigate
this motion. In Fig. 6 we have plotted the tangential velocity
profiles in the upper-half plane of the pipe. The tangential veloc-
ity has a large positive value (counter clockwise) near the pipe
wall and a rather small negative value (clockwise) near the
centreline. Thus, near the wall the flow in the cross-plane is
moving from the outside to inside of the bend and in the opposite
direction near the centre. The tangential velocity near the wall
advects the axial velocity and this explains the maxima in the
axial velocity at the top and bottom of Fig. 5.

In Fig. 7, the radial velocity profile is plotted in the plane of
curvature (I) for the two values of . This figure shows that
the radial velocity has a high value at the inside of the bend
and a relative low value at the outside. This decrease in the
absolute value of radial velocity from the inside to the outside
of the bend can be explained as follows: the centrifugal forces
due to the axial velocity are partly balanced by a radial pressure
gradient, i.e., the pressure is high at the outside of the bend and
low at the inside. Therefore, along plane I (see Fig. 1.) the
radial velocity is against the pressure gradient and consequently
will decrease in strength.

In Fig. 8, we have plotted the stream function of the second-
ary motion for « = 0.01 and k = 0.05. We observe two strong
vortices near the inside of the bend. These are the Dean vortices

30 R I e T

s b i 4

w(yt)
]

0.1 1 10 100 1000
y+

10000

Fig. 4 The mean velocity profiles (run B} in the upper half-plane, for ¢
= 0, 45, 90, 135, 180 deg, in wall coordinates using the local friction
velocity u, as velocity scale. The linear profile valid in the viscous
sublayer is also given.
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Fig. 5 Contour lines of the mean axial velocity. The left figure is for « = 0.01 and the right
figure for « = 0.05. In both case the outside of the bend is to the right.

V()

Fig. 6 The tangential velocity profiles at an angle ¢ = 45, 90, and 135
deg, for & = 0.05

1
0.25 0.5

Fig. 7 The radial velocity in plane l. The jump in the profile at r/D = 0
is caused by our definition of the radial velocity (from the centre to the
wall) and a net flow across the centre will thus chance sign. The flow is
thus everywhere from the inner to the outer wall. The solid line is for «
= 0.01 and the dashed line for x = 0.05 {the outside of the curvature is
to the right).
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that we mentioned in the introduction. The figure also shows
that the secondary motion is very strong near the inner wall,
ie. at ¢ =~ 40 — 160 deg (see Fig. 1), and at the symmetry
plane near the inside of the bend. At the outside of the bend
the secondary motion is rather weak. .

5.2 Turbulence Statistics. In the previous section, we
have presented numerical results for some mean flow quantities.
In this section, we will turn to turbulence statistics. In Fig. 9,
we have plotted the rms-values of the three velocity components
in the plane of curvature (plane I), nondimensionalized with
the mean friction velocity Uy, . For comparison, we have plotted
in the same figure the rms-values for a straight pipe flow. This
figure shows that for the axial or streamwise component the
turbulence intensity near the outside wall is slightly higher than
at the inside wall. Moreover, it seems that in comparison with
the results for the straight pipe, the turbulence intensity at the
outside wall is also somewhat larger. The reverse holds for the
inside wall. This effect becomes larger for increasing curvature.
For the tangential and radial components the opposite occurs,
i.e., the rms data with respect to the values for the straight pipe,
are higher at the inside than at the outside of bend. The same
behavior of these rms-values is also observed in curved channel
flow by Moser and Moin (1987).

For completeness we have also included the axial or stream-
wise rms-profile obtained from run D which shows only minor
differences with the results of run C. This again confirms our
earlier conclusion that the results obtained at the highest resolu-
tion may be sufficiently grid-independent.

The profiles of the rms-values of the three velocity compo-
nents in plane II, i.e., the plane perpendicular to the plane of
curvature, are plotted in Fig. 10. For the axial component, the
rms-profile for the k = 0.01 case is almost equal to the result
for the straight pipe with only a rather small difference in the
core region. In contrast, the results for k = 0.05 show a much
larger difference between the straight and curved pipe. In the
case of x = 0.05 the maximum of the axial rms is decreased
by 25 percent compared with the k = 0.01 case. Figure 10 also
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Fig. 8 Contour plot of the stream-function y of the secondary motion. The left figure is for
« = 0.01 and the right figure for x = 0.05 (the outside of the curvature is to the right).
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Fig. 9 The rms-values of the three velocity components in plane 1, scaled with U,. The left
figure is for ¥ = 0.01 and the right figure for « = 0.05. The lines denote the rms values for curved
pipe flow and the symbols denote the rms-values for a straight pipe (outside of curvature to
the right). For « = 0.05 we also show the streamwise fluctuations obtained for the low resolution

case (D).

Fig. 10 The rms-values of the three velocity components in plane I, scaled with U,. The left
figure is again for « = 0.01 and the right figure for k = 0.05. The symbols denote the rms-values
for a straight pipe.

shows that the radial velocity has a rather large rms-value in
the core and near wall region compared with the result for the
straight pipe flow.

Finally, in Figs. 11 and 12 we have plotted the Reynolds
stresses {u'v"), (u'w’) and (v'w’) in the planes II and I, respec-
tively. The {(u'w') and the (v'w') are the important components
of the Reynolds-stress in plane II, in contrast to straight pipe
flow where only the (u'w’) stress is important. In plane I,
shown in Fig. 12, the Reynolds-stress components (#'v’) and
(v'w') are small, whereas the (u'w’) term is quite large. This
behavior of the Reynolds stress components can be qualitatively
explained in the following way: let us consider the averaged
equation for the Reynolds stresses in the axial direction which
reads:

0.6 T T T T T
os b T i
04 - .
03} -
0.2 '
0.1

-0.1
-0.2

-03

0 005 01 04 045 05

015 02 025 03 035
r/D

Fig. 11 The turbulent Reynolds-stresses in plane Il (¢p = 90 deg), scaled
with U, for x = 0.05.8
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1
L (— [rhuw)] + = [h3<u w >])
rh3
- % (a Urhar] + -2 [hm]) +0(r) (10)

where we have assumed that the source terms are small com-
pared to the other terms in the equation. In plane II both Reyn-
olds-stress components in the equation above can balance the
viscous stresses 7,, and 7, . In the plane of curvature, i.e., the
symmetry plane 9/06 is zero and therefore the Reynolds stress
component (x'w’) is the only component which can balance
the viscous stress 7.

J L L 1 1 L

0.6 1 L i
0 005 01 015 02 025
r{D

03 035 04 045 05

Fig. 12 The turbulent Reynolds-stresses in plane | (¢ = 0), scaled with
U, for x = 0.05
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Fig. 13 The axial velocity in symmetry plane |. The symbols denote the
experimental values obtained by Adler for x = 0.01 and Re = 11.77 10°.
The line has been calculated with LES for « = 0.01 and Re, = 12.8 10°,
In both cases the results are scaled with the bulk velocity (W).

6 Comparison With Experiment

In this section we will compare the results from our simula-
tions with the experimental data obtained by Adler (1934).
Two measurements are available, one with a bulk Reynolds
number of 8.5 10% and one with a bulk Reynolds number of
11.8 10°. The inverse radius of curvature « is 0.02 and 0.01,
respectively. The Dean number of the high Reynolds number
experiment is equal to 1170 and we may not expect good
agreement with the simulations reported in the previous section
because these are representative for a higher Dean number as
apparent from Table 1. Therefore, we have carried out a simula-
tion with exact the same curvature and approximately the same
Reynolds number (Re,, = 750) as in the experiments of Adler
(1934). Furthermore, we have decreased the Smagorinsky con-
stant to C; = 0.07 which in view of previous studies is required
in order to perform a LES at a rather low Reynolds number. In
this case we have used the damping function proposed by Hori-
uti (1992) instead of the van Driest function, because this damp-
ing function has been found to give better results for low Reyn-
olds number flows than the Van Driest damping function. In
Fig. 13 the mean axial velocity profiles obtained from' experi-
ment and simulations are plotted.

The agreement between experiment and simulation is quite
good, especially in the core region. Near the wall there are some
small differences between numerical and experimental data.
This difference may be caused by an improper subgrid modeling
near the wall as discussed by Eggels (1993). However, we can
also not rule out possible experimental errors. Although the
comparison is rather limited, it is nevertheless quite satisfactory.
This gives us confidence in the results presented in the previous
sections for which no experimental data are available.

7 Conclusions

The main objective of this paper has been to investigate the
turbulent flow in a curved pipe. In particular, we have consid-
ered the secondary flow patterns which have also been observed
experimentally. From our results, it follows that these secondary
circulations can indeed be predicted with a LES. We have found
that the secondary flow patterns consist of two strong counter
rotating vortices near the inside of the bend which are driven
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by the centrifugal force. These cells are ordinary Dean cells,
which are also present in a laminar curved pipe flow.

Our simulations also show that the turbulence intensities are
enhanced at the outside of the bend and suppressed at the inside,
which is consistent with observations in a curved channel flow.
Furthermore, it is shown that the turbulent Reynolds stresses
are large in the core region of the pipe, in contrast to straight
pipe flow where the Reynolds stresses are small in this region.

The results of our simulations for the mean profile agree well
with experimental observations. A more extensive comparison
is not yet possible because there is not enough experimental
data available, e.g., on the turbulent statistics. Nevertheless, this
perhaps somewhat limited verification shows in our opinion the
usefulness of LES to study these complicated flows.
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smooth and rough surfaces by including the equivalent sand-grain roughness height
into the model functions. The simulation of various flow experiments shows that the
model can predict the log-law velocity profile and other properties such as friction

factors, turbulent kinetic energy and dissipation rate for both smooth and rough

surfaces.

Introduction

Low-Reynolds-number k-e¢ models are being used increasingly
in engineering analysis for their applicability to a wider range of
flows compared to their high-Reynolds-number form. However,
with the exception of Tarada’s model (1990), existing low-Reyn-
olds-number k-¢ models only deal with the smooth wall. The only
low-Reynolds-number k-e¢ model accounting for roughness, the
form-drag formulation of Tarada, requires detailed knowledge of
the shape and distribution of the roughness elements, which is
difficult to determine in engineering applications. Simpler models
use a single roughness parameter based on the traditional assump-
tion that the aerodynamic characteristics of a rough surface may be
characterized by a single parameter called the equivalent sandgrain
roughness height 4, (Schlichting, 1936). However, the existing
equivalent sandgrain roughness models are based on the mixing-
length assumption and are not suitable for complicated flows.

This paper will develop a new low-Reynolds-number k-e
model that is valid for both smooth and rough surfaces by
incorporating the equivalent sandgrain roughness height into
the model functions. The proposed model will then be applied
to various experiments.

Existing Turbulence Models

Low-Reynolds-Number k-e Models (Smooth Wall). The
equations for the low-Reynolds-number k-¢ model may be writ-
ten as:

ok ok
at 6xj
:i{<y+ﬂ>%}+yr%<_—an+a_%>_s (1)
ox; o) 0x; dx; \ Ox;  Ox;

de Je a

v\ Oe
—+U—=—3{v+=)—
ar ox; 6x,-{( a€> 6x,}

i S (i‘i + ﬂ]—) -GhS @)

k axj' a.Xj ax;

v, = f,C.k*le (3)
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The constants C,, Cy, C,, 64, 0. and model functions f,, f, and
[, differ for different models (Patel, 1985; Nagano and Hishida,
1987; Myong and Kobayashi, 1991).

Rough Surface Turbulence Models. Existing rough sur-
face models can be classified into equivalent sandgrain
roughness models and topographic form-drag models. The earli-
est equivalent sandgrain roughness model was proposed by van
Driest (1956):

v, = (Fry)*(9U/dy)

+ +
F=1- exp(-— ;—6) + exp(—2.3 -;’F)

The effect of damping function F for smooth wall flow is to
reduce the turbulent viscosity when y™ is very small. For a rough
surface, the viscous layer is reduced since turbulent mixing is
more vigorous. Van Driest suggested that this effect could be
obtained by reducing the amount of damping and hence the
third term was added to Eq. (5). Krogstad (1991) modified the
van Driest damping function and was able to reproduce the
correct log-law shift for large roughness. His formulation is:

+ + 70 372
F=1—cxp(-%g)+exp<~%6—(h—;> )
X {1+exp<—%g> (6)

The existing equivalent sandgrain roughness models are usually
mixing. length type and can only be used for very simple flow
situations.

One topographic model is the discrete element roughness
model of Taylor et al. (1985, 1988) which includes surface
roughness form drag and blockage effects into the momentum
equations. Another topographic model is Tarada’s (1990) low-
Reynolds-number k-¢ model, which adds sink and source terms
to the equations for momentum, k£ and e, respectively. Those
terms depend on roughness topographic parameters and another
complementary roughness drag coefficient model. Because of
the complexity of characterizing stochastic roughness, topo-
graphic models are difficult to use in engineering application.

(4)
(5)

Development of New Turbulence Model for Smooth
and Rough Surface

Formulation of f,. The role of f, in low-Reynolds-number
k-e model is similar to van Driest’s damping function. In order
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Fig. 1 Variation of function £, with wall distance
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that v, vanishes near smooth wall, f, must approach zero when
y* goes to zero. For a rough wall, the viscous region is reduced
because of more vigorous mixing caused by roughness and the
amount of damping should be less. This can be achieved by
adding a roughness term to the smooth wall f, formula:

fi=1- exp<~<i§>n> + &i(h) exp(—A2 %%) (7

The function g,(4;) is zero for smooth wall and positive for
rough wall. Its form will be derived later. A, and n are deter-
mined by fitting f, to the smooth wall experimental data on f,
(Patel et al. 1985):

A =42, n=2 (8)

The smooth wall f, function is plotted in Fig. 1 against the
experimental data and other model results, including LB (Lam
and Brembhorst, 1981), LS (Launder and Sharma, 1974), RE
(Reynolds, 1976), HO (Hoffmann, 1975), DM (Dutoya and
Michard, 1981), HP (Hassid and Poreh, 1978), CH (Chien,
1982), and NA (Nagano and Hishida, 1987).

Formulation of f; and f,. The function f; should be unity
far from wall and have larger values near wall in order to
increase € and to decrease k and thereby to reduce turbulent
viscosity v,. To get an idea how f; varies with y*, let us look
at the f; formulation of Lam and Bremhorst (1981)

Nomenclature

2.  loglawstraightline =
s
/D/
vt s
] & -
10 | sublayer profile
T~
proposed model
0 Jﬁ:u:a:.m}i,a_ 3 P
107! 10° 10! 10° 10 7

Fig. 2 Velocity profile in smooth pipe at Re = 41667

fi=1+(0.05/£) 9
For the smooth wall, from Egs. (7) and (8)
fu=1—exp(—(y*/42)*) « (y*)* when y*—0 (10)
Substituting the above relation into Eq. (9), we obtain
1)

In the above equation, f; becomes infinity when y* — 0. To
avoid this problem, y* is replaced with 1 + y* and the f|
formulation becomes

fi=1+ (A/(1 +y")"

The effect of surface roughness on f; is opposite the effect of
smooth wall. Surface roughness will increase the turbulence
level and reduce the dissipation rate. The increase in f; should
be less near a rough wall compared to a smooth wall. Therefore
a roughness function modifier is added to Eq. (12) and final
form of f; is

fi = 1 + constant/(y*)*®

(12)

fi=1+ g (A/(1+y™)° (13)

The roughness modifier g,(4; ) should be decreased for increas-
ing h; with the value of 1 at 4; = 0. Its formulation will be
derived later.

The f, formulation developed by Lam and Bremhorst (1981)
is adopted in the current model without change.

fo=1-exp(—R}) (14)

Model Constants and Roughness Functions. The con-
stants C,,, Cy, C,, oy, and o, are the same as in the standard k-
e model of Launder and Spalding (1974)

Ay, A,, A; = constants in proposed
model functions
b = half height of channel (or
duct)
C,, G, C, = turbulence model constants
C; = friction factor = 7,,/30U?
d = hydraulic diameter
F = van Driest damping func-
tion
fi» f2y fu = turbulence model functions
81, g2 = roughness function in the
proposed model
h, = equivalent sandgrain
roughness height
h; = nondimensional roughness
height = hu*/v
k = turbulent energy
k* = dimensionless turbulent en-
ergy = k/v¥?

t = time

Uhv*

duct

256 / Vol. 118, JUNE 1996

n = constant in the proposed f,
function

= cross-sectional averaged
pressure in a duct

R, = turbulence Reynolds number
= k*/ve

U* = nondimensional velocity =

U, = bulk mean velocity in a duct
U;, U; = tensor notation for velocity
components
U, V, W = mean velocity component
v* = shear velocity = V1,/p
x = streamwise coordinate in a

X;, X; = tensor notation for space coordi-
nates
y = normal distance from wall
y* = distance from wall defined as =

p' = pressure variation in a cross- yv¥/y
stream direction z = coordinate in the channel cross-
Re = Reynolds number = U,d/v section

AB = velocity shift for rough wall
¢ = turbulent dissipation rate
e* = dimensionless turbulent dissipa-
tion rate = ev/v**
x = von Karman constant = 0.41
v = kinematic viscosity
v, = turbulent viscosity
p = fluid density
o = diffusion Prandtl number for tur-
bulence energy
o, = diffusion Prandt] number for dis-
sipation rate
7., = shear stress at the wall
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Fig. 3 Velocity profile in rough pipe at Re = 10%, h; = 500

Tr = 10, O = 1.3,
C, =144, C, =192, C,=009 (15)

A, is determined by calculating smooth wall circular pipe
flow. In that case, g;(h}) = 0 and g,(h)) = 1, the roughness
term in Eq. (7) drops out and A; becomes the only unknown
constant. A series of A, values are used and the resulted friction
factors are compared with the classical Prandtl-Karman-Nikur-
adse’s correlation (von Karman, 1934) of the experimental data
for fully-developed smooth-wall circular pipe flow:

1NC, = 1.7372 In(ReVC;) — 0.3946

The best value found is A; = 9.2.

A, is determined by first setting g, = 1, g, = 1 and then trying
to best predict the traditional rough-pipe formula of Colebrook
(1939):

(16)

.
—1— =348 — 1.7372 In (h + 9.35 ) (17)
Re Re/C;

G

The best selection is A, = 25.

The two roughness functions g,(h;) and g,(h;) are kept
unity in the above process and the predicted friction factor
is very poor compared to Colebrook’s formula. For a better
prediction, different values should be used for different h; .
Starting from s = 5, a large number of g, and g, values are
tested and the final selection is given to the one that best predicts
Colebrook’s formula for that roughness. This process is repeated
for hy = 10, 20, 30, ... 1000 and the g, and g, values are
obtained for all those roughness heights. The final results can
be expressed as the following functions

hy
gi(hi) = 200 (18)

1
h) = —_—— 19
g:(hy) CXP< 0‘1+1/h:) (19)

Numerical Procedure

The governing equations for a straight duct flow (Patankar
and Spalding, 1972) are:

15
() Prandtl and Schlichting (1934) e
A Colebrook and White (1937) ) [i{:'/ &) g
/A Bandyopadhyay (1987) P //6
10+ [ Hama(1954) "0
_ @]
AB proposed model M
| L ERcA
e
5 " o \
L A !
O
|
4 |
0 b B
10 100 1000 °

Fig. 4 Log-law velocity shift at various roughness height
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Fig. 5 Friction factor for smooth pipe
aUu oV aW
— +——=0 (20)
ox dy Z
Uég VQ_({ + ng
Ox dy 0z
op 0 oU 0 au
=t —|(w+v)=— |+—(w+v)—] (21
2,2 (0 n2) e 2 (i)
av oV !
s 9,
8 ay 0z dy dy dy
+ — ((1/ + v,) —) (22)
a 1
U_W+Va_‘v Wﬂ/=_6p i (V+Vl)a_vv.
ox ay 0z dz  dy

Z

d ow
+ e ((1/ + v,) a—z> (23)

d
4 ( [f Udydz) 0 (24)
The boundary conditions for k and ¢ are:
3%
=0 k=0 =V 25
y € v ayz (25)

Velocities are set to zero on the wall and the distribution of
variables are prescribed at the duct inlet according to the actual
flow condition. The SIMPLER algorithm of Patankar (1972,
1980) is used for solving the governing equations.

Results

The proposed model is tested against experiments including:
smooth and rough wall fully developed flow in circular pipe;

0.0 - TR T/
[ Colebrook (1939) 25 20,050
0 uvwvoa j’,,d‘LL»#AErr*U”T]
0.012 % i \
proposed model s ‘
C/ o oug g d, 5,0_72,,0rr g —F1
0.008 iy
b._ o .oa &Am_dﬁgp 99451:% U
0.004 TPy Rgogp6
8 TdE IS I |
[ pooe o e R
(3
10t 103 10® 10’

Fig. 6 Friction factor for rough pipe
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Fig. 7 Turbulence kinetic energy near smooth wall

smooth wall developing and fully developed flow in the square
duct; smooth and rough wall fully developed flow in the rectan-
gular channel.

Figure 2 compares the predicted velocity profile in smooth
pipe with the universal log-law and sublayer profiles (White,
1991). The agreement is excellent in both regions.

Figure 3 shows that the model predicts a logarithmic velocity
profile at large y* in rough pipe. The line is parallel to the
smooth wall log-law line with a shift of AB.

Figure 4 compares the predicted log-law velocity shift AB
with data (Prandtl and Schlichting, 1934; Colebrook and White,
1937; Bandyopadlyay, 1987; and Hama, 1954) for various
roughness. The prediction is within the data scatter.

Figure 5 compares the predicted friction factor C; with classi-
cal Prandtl-Karman-Nikuradse correlation (von Karman, 1934)
for smooth pipe. The agreement is very good for all Reynolds
numbers.

Figure 6 compares the predicted C, with classical Colebrook’s
(1939) formula for rough pipe at various Reynolds number and
roughness height. The largest error is 10 percent with underpre-
diction for low Reynolds numbers and overprediction for the
high. The prediction is better for smaller roughness height.

Figure 7 compares the predicted near wall turbulent kinetic
energy with data (Coles, 1978; El Telbany and Reynolds,
1981). The calculation is for smooth pipe at Re = 41,667. The
prediction lies in the middle of the data which has large scatter.

Figure 8 compares the predicted turbulence dissipation rate
with data (Coles, 1978; Laufer, 1954). The prediction lies in-
side the data cloud.

Figure 9 compares the predicted friction coefficient C; with
data (Hartnett et al.,, 1962; Lund, 1977) for fully developed
flow in square duct. The error is less than 10 percent.

Figure 10 compares the predicted velocity profiles with data
(Gessner et al., 1979) at three streamwise locations for devel-
oping flow in square duct entrance. It shows a good agreement
at x/d = 8, however the agreement deteriorates at downstream
locations at x/d = 84 because secondary flow is not considered
in the current model.

Figure 11 compares the predicted friction factor with data
(Zhang, 1993) in the rectangular channel of width to height

%
0.2 / Coles (1978)
_
8+ // /;«, /
ol / Laufer (1954)
é_ % _O\\\h“»
[ proposed model/
. - ! : v
0 20 40 60 80

Fig. 8 Dissipation rate near smooth wall
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0.002 |-

Fig. 9 Friction coefficient for square duct

ratio 5.5. The prediction for smooth wall is very good for lower
Reynolds numbers but 4 percent higher for the highest Reynolds
number. The error for rough wall is 5 percent for ,/d = 0.0036
and 8 percent for A/d = 0.0053.

Figures 12 shows the velocity profile along the shorter sym-
metrical line of a rectangular channel with y* representing the
nondimensional distance from the wider wall of the channel..
The predicted profile has the correct slope except slight overpre-
diction in log-law shift compared to Zhang’s (1993 ) experiment
at hs/d = 0.0036 and Re = 120,000.

Conclusions

A low-Reynolds-number k-¢ turbulence model has been de-
veloped for smooth and rough wall turbulence by using new
forms of model functions f, and f; . The comparison with various
experiment shows that:

¢ The equivalent sandgrain roughness height can be suc-
cessfully included into low-Reynolds-number &-¢ model to pre-
dict rough-wall flow.

¢ The model predicts rough-wall log-law velocity profile
with correct slope and velocity shift.

e The predictions of the near smooth-wall behavior of %, €,
and velocity by the proposed model agree well with the avail-
able experimental data.

1 L 118 o S 5 Y 0 N 0 H o N ] :
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[J  Gessneretal. (1979)
0.5 . Y
0 0.5 1 b

Fig. 10 Velocity profiles at various streamwise locations in square duct
entrance at Re = 250,000
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¢ The model can predict the friction factor of a smooth wall
circular pipe flow within 5 percent in the Reynolds number
range from 5 X 10 to 5 X 107. For a rough wall, the error is
within 10 percent in the Reynolds number range from 5 X 10*
to 5 X 10° and the roughness heights range A; from 0 up to
1000.

¢ Although the current model does not consider the second-
ary flow, it can still predict the friction coefficient for flows in
square duct and rectangular channel within 10 percent for both
smooth and rough surfaces.

e The model is applicable to developing flows.
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Modeling Reynolds-Number
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Recent experimental and direct numerical simulation data of two-dimensional, iso-

thermal wall-bounded incompressible turbulent flows indicate that Reynolds-number
effects are not only present in the outer layer but are also quite noticeable in the
inner layer. The effects are most apparent when the turbulence statistics are plotted
in terms of inner variables. With recent advances made in Reynolds-stress and near-
wall modeling, a near-wall Reynolds-stress closure based on a recently proposed
quasi-linear model for the pressure strain tensor is used to analyse wall-bounded
flows over a wide range of Reynolds numbers. The Reynolds number varies from a
low of 180, based on the friction velocity and pipe radius/channel half-width, to
15406, based on momentum thickness and free stream velocity. In all the flow cases
examined, the model replicates the turbulence statistics, including the Reynolds-
number effects observed in the inner and outer layers, quite well. Furthermore, the
model reproduces the correlation proposed for the location of the peak shear stress
and an appropriately defined Reynolds number, and the variations of the near-wall
asymptotes with Reynolds numbers. It is conjectured that the ability of the model to
replicate the asymptotic behavior of the near-wall flow is most responsible for the
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correct prediction of the Reynolds-number effects.

Introduction

According to Millikan (1939), the mean velocity U near a
wall is influenced by the wall shear stress, 7, the local fluid
density, p, the viscosity, 4, and the normal distance from the
wall, y, for incompressible, isothermal turbulent flows. Applica-
tion of the Buckingham IT theorem therefore results in U* =
Ulu, = F (y* = pyu,/p) in the inner layer, where u, = (7,/
p)'? is the friction velocity. In the outer or defect layer, the
drag generated as a result of the presence of the wall acts to
slow down the fluid, thus creating a velocity defect. Therefore,
the velocity defect is independent of the fluid viscosity, but
instead depends on outer variables, such as the free stream
velocity, Us, the boundary-layer thickness, §, and the stream-
wise pressure gradient, dP/dx. Here, x and y are the stream
and normal coordinates, respectively, and P is the mean pres-
sure. Again, dimensional arguments lead to (U, — U)/u, = G
(n = yl8, B), where 8 = (6dP/dx)/r, is a pressure gradient
parameter. Millikan (1939) pointed out that if an overlap exists
between the inner layer and the outer layer, the functions F and
G must be logarithmic so that

U=k 'lny* + 8B,
(Us ~ U)lu, = =&~V 1n () + A(B),

(la)
(1b)

where k is the von Karman constant, B is a constant and A is
parametric in 8. These arguments assume local similarity and,
in the overlap region, the logarithmic law of the wall is a univer-
sal law. Here, the inner layer is defined to include the viscous
sublayer, the buffer layer, and the logarithmic region of the
velocity profile. On the other hand, the outer layer is taken to
consist of the logarithmic and the wake regions. Therefore,
Reynolds-number (hereafter denoted by Re for short) effects
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are absent in the mean profiles given in (1). Later analysis by
Mellor and Gibson (1966), however, reveals that A should also
be parametric in the Reynolds number based on the displace-
ment thickness, 6*. Even then, the implication is that Re effects
are only present in the outer layer and not in the inner layer.
This is shown to be true also for compressible boundary layers
(So et al., 1994b).

The above arguments are analogous to those used by Kolmo-
gorov (1941) to establish the universal equilibrium theory of
turbulence. According to this theory, an inertial subrange exists
in the turbulence energy spectrum when Re is large enough and
viscosity serves only to provide a dissipative sink for the kinetic
energy at the small-scale end of the spectrum. This line of
reasoning, when extended to boundary layers, implies that an
inertial sublayer exists at large Re and the overall flow dynamics
is independent of viscosity. The presence of viscosity is merely
to provide a momentum sink at the wall. Millikan’s (1939)
arguments, therefore, establish that the mean flow near a wall
is independent of Re and this is supported by the later work of
Coles (1962) and Mellor and Gibson (1966) who showed that
Re only affects the logarithmic and wake regions in a boundary-
layer flow. However, as Re decreases, the logarithmic region
slowly disappears while the viscous region remains unaffected
by the Re decrease (Purtell et al., 1981). For fully-developed
channel/pipe flows, the logarithmic region extends all the way
to the centerline because the wake component of the mean
velocity is much weaker than in the case of boundary layers
(Wei and Willmarth, 1989).

When the local similarity arguments are applied to higher-
order statistics, they imply that, at least in the inner layer, the
individual second-order statistics obtained from different facili-
ties and at different Re would collapse into a single curve if
they were made dimensionless using inner-layer scalings. In
reality, it is found that they do not scale with wall variables
even deep inside the inner layer (Bandyopadhyay and Gad-el-
Hak, 1994). The scatter between measurements is generally
attributed to resolution problems associated with measuring
techniques and inaccuracies related to diagnostic instruments.
With the advent of miniature hot-wires and optical techniques,
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careful and accurate measurements of the velocity field near a
wall have been obtained by various researchers (e.g., Schild-
knecht et al., 1979; Purtell et al., 1981; Andreopoulos et al.,
1984; Karlsson and Johansson, 1988; Wei and Willmarth, 1989;
Durst et al., 1993). These measurements show that the second-
order turbulence statistics made dimensionless by inner-layer
variables are influenced by Re over a very substantial portion
of the boundary layer. The dependence on Re is even noticeable
down to y* < 15. A most convincing demonstration of the Re
effects is given by Bandyopadhyay and Gad-el-Hak (1994),
who showed that the location of the peak value of the turbulent
shear stress normalized by inner variables increases with Reyn-
olds numbers.

Recently, direct numerical simulations (DNS) of turbulent
flows in a plane channel (Kim et al., 1987), in a curved channel
(Moser and Moin 1987), on a flat plate (Spalart 1988) and in
a square duct (Huser and Biringen, 1993) and of a turbulent
plane Couette flow (Kristoffersen et al., 1993 ) have been carried
out. The Re range covered by these studies is too low and too
narrow to provide sufficient evidence to indicate Re effects.
However, when taken together with the experimental work
quoted above, Re effects on wall-bounded turbulent flows are
very evident, not only in the second-order statistics of the turbu-
lence field but also in the mean flow profiles. Since the computa-
tional resource required varies approximately as the cube of
Re, it would not be possible to simulate high-Reynolds-number
turbulent flows soon (Karniadakis and Orszag, 1993). There-
fore, the use of DNS experiments to study Re effects in wall-
bounded turbulent flows with complex geometries is rather re-
mote. On the other hand, very high Re experiments in wind
and water tunnels are prohibitively expensive, and are not com-
monly carried out.

In general, most practical flows are wall-bounded and have
very high Re. Since DNS and wind tunnel experiments could
not be used to study these flows for a long time to come, the
alternative is to resort to turbulent flow modeling. It should be
noted that near-wall effects are different from low-Re effects.
Even though the local Re is low near a wall, there is an addi-
tional effect due to wall blocking that is absent in the case of
unbounded turbulence. This wall blocking effect gives rise to
increased anisotropy of the turbulence as the wall is approached
(Kim, 1989). If a model can be formulated so that it could
replicate the Re effects of existing experimental and DNS data,
the confidence of its extension to flows with ever higher Re
could be established. Strictly speaking, most models are not
valid for flows with low Re; be it wall-bounded or in an un-
bounded medium (Launder et al., 1975; Demuren and Sarkar,
1993). However, they are routinely validated against flows with
low to moderate Re but seldom against flows with high Re. In
this paper, the emphasis is placed on the modeling of low-
Re effects in wall-bounded flows only. Therefore, the present
objective is to seek a near-wall second-order turbulence model
that could replicate Re effects fairly correctly in the calculations
of two-dimensional, wall-bounded flows. Both DNS and experi-
mental data are used to evaluate the model. The Re range chosen
varies from Re, = 180 to Re, = 8758 for fully-developed
channel/pipe flows and from Rey, = 1410 to Re, = 15406 for
flat plate boundary layers, Here, Re, = u.h/v and Rey = U6/
v, v is the fluid kinematic viscosity, & is the channel half-width
or pipe radius and @ is the momentum thickness.

Near-Wall Reynolds-Stress Closure

A detailed derivation of the near-wall Reynolds-stress closure
based on an asymptotic analysis of the exact and modeled Reyn-
olds-Stress equations has been given by So et al. (1994a).
Therefore, only a brief summary is given here. Incompressible,
isothermal turbulent flows are governed by the mean flow equa-
tions which can be written in Cartesian tensor form as
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1/
—_ ()’ 2
o (2)
; 2y, TATA
DU, __19P y O*U;  Juy 3)
Dt p Ox; 9x;0x; ox;

where D/Dt is the material derivative, upper case letters are
used to denote Reynolds-averaged quantities and lower case
letters their corresponding fluctuating part. Here, the Einstein
summation convention is followed, U; is the ith component of
the mean velocity, u; is the ith component of the fluctuating
velocity and x; is the ith component of the coordinates. These
equations need closure because of the presence of the kinematic
Reynolds stress terms, u;u;. If a Reynolds-stress or second-
order closure is invoked, the equations governing the transport
of uu; and e, the dissipation rate of turbulent kinetic energy,
k, are given by

piw o [ ouw __aU, __aU,
— = v — |+ DI+ | —wy — — wu, —
Dt om ( axe ) i [ Com, 8xk]

-+ l—[,'j - €, (4)

De 4 O d k___ Oe
—=— v+t —{C—wuy—
Dt ox 0x; ax; € ox;

€ €&
+CE.EP—C¢2f+5, (5)

where & = ¢ — 20(3Vk/dy)?, P is the production of & and C.
=0.12, C,; = 1.50, C., = 1.83 are constants introduced in the
modeled e-equation. The function £ is identically zero for flows
far away from a wall and is introduced to account for near-
wall effects. Its specific form depends on the near-wall models
formulated for the Reynolds-stress equation. Therefore, only £
and D}, I;, €;, which are the turbulent diffusion tensor, the
velocity-pressure-gradient correlation tensor and the dissipation
rate tensor, respectively, need modeling in (4) and (5).

It should be noted that D is of higher order compared to ¢,
and I1;. Consequently, D} does not need near-wall corrections
and the commonly used model of Launder et al. (1975) could
be adopted. On the other hand, viscous dissipation is exactly
balanced by viscous diffusion at the wall. This, and the fact
that ¢; should contract correctly to 2¢, suggests a way to correct
the high-Reynolds-number, isotropic model proposed by Kol-
mogorov (1941} for ¢;. Furthermore, in the near wall region,
e; and w;u; have to asymptote correctly to the kinematic con-
straints €;/u;u; given by Launder and Reynolds (1983). One
such proposal is given by Lai and So (1990). Therefore, if »;
= (0, 1, 0) denotes the wall unit normal and C, = 0.11 intro-
duced by Launder et al. (1975) is adopted, the models for the
turbulent diffusion and viscous dissipation tensors can now be

written as
d k({_— dwuw, _—_ dwu; —_ Ouu;
D,T - Cr o ; jek + 0 Ladd] + iAj ,
ij |: £ (uul P Uiy 3 Ul 8x,
(6)

Ax;, € X, X,

2 € 2
517:3‘651:/' +fw1£[—§k5,-j

+ Uiy + Wi Uy iy + Ui Ui + LT (7)
1+ 3Mku1nkn1/2k '

The near-wall corrections for IT; are derived by including
the contribution of the pressure diffusion part of the velocity-
pressure-gradient correlation tensor. Far away from the wall,
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pressure diffusion is negligible compared to pressure redistribu-
tion. Therefore, the high-Reynolds-number limit of IT; can be
approximated by the pressure strain, or SSG, model of Speziale
et al. (1991). Thus, pressure diffusion is included as part of
the near-wall corrections to IT; so that the near-wall SSG model
would give rise to a Reynolds-stress equation that is asymptoti-
cally correct as a wall is approached. The modeled equation is
at least asymptotically correct to order y compared to the exact
equation and, in some components of the equation, the balance
is even correct to order y?. A damping function based on the
turbulent Reynolds number, Re, = k*/ev, is proposed for the
near-wall correction term to diminish its influence away from
the wall. Without going into details, the near-wall SSG model
can be written as

Hij = _‘(Clﬁ + C’[kﬁ)b,] + Czé(b,’kbkj - %‘ H(SU)

2 2
- CY](PU "EP(SU) - ﬁl(Dij - gP(S,j)

- 2<y. + % nm)ks,,. + 10y, (8)

The unknown second-order tensors in (8) are given by

by = ﬁ(mﬁ - -g—ké,,) , (9a)

where by, Sy, Py, and D are the anisotropy tensor, the strain-
rate tensor, the production tensor and its variation, respectively,
2P = P, and TI = b;b;. The model constants specified by
Speziale et al. (1991) are C, = 3.4, C, = 4.2, C¥ = 1.8, C¥
= 1.3, @; = 0.4125, ; = 0.2125 and y, = 0.01667. Finally,
IT} is the near-wall correction tensor, which is derived based
on asymptotic analysis of the near-wall flow and is given by

Iy = ful(Cie + CEP)by — cge<b,.kbkj - % m,,)

+ a*(P,, = %ﬁ&,,) + 2y*kSy] + 5. (10)

Here, f,,, is the damping function and IT is the near-wall correc-
tion proposal for pressure diffusion. The final expression de-
rived for IT is given by

1[ o ( oug o [ oum
Mnt=~-=-|— ik b Tk ;
P73 [ax,<" ox )”*”f 6x,<V ox )”"”]

1 9
+ -V
3axm

Two near-wall model constants, a* and y*, are introduced and
they are calibrated to give a correct prediction of the near-wall

Gukw

)nkn,n;nj. (1)

0x,,
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asymptotes of a fully-developed channel flow. Thus, their values
are determined to be a* = —0.29 and y* = 0.065.

Since the damping function f,; is introduced into the model
to limit the extent of the influence of the near-wall correction,
it should vanish at a reasonable distance away from the wall.
It is precisely for this reason that no single damping function
has been found to be capable of yielding a limited extent for
its influence covering a wide range of Re and different types
of external and internal wall-bounded flows. In the course of
validating this new near-wall Reynolds-stress closure, it is found
that two damping functions are necessary if different types of
flows covering a very wide range of Re are to be predicted
correctly. These damping functions are found to be

ol (5]
3 _{ARe, 3
f‘"“e"p[ ( 50 )]

where A = 1 — (9/2)(b;b; — 2b;b;by) and G is a constant.
The choice of the damping function depends on Re and the
correct one to use for each flow case is determined by monitor-
ing the behavior of f,,; so that it vanishes in the range 80 < y*
< 200 depending on Re and the type of flow considered. The
present investigation shows that, for all flow cases examined,
(12a) with an appropriately determined G is applicable. The
only exceptions are fully-developed channel and pipe flows with
Re, = 250. For these flows, the use of (12b) is more suitable.

It should be noted that three constants have been introduced in
the near-wall SSG model; they are o*, y*, and G. A systematic
optimization procedure has not been followed to evaluate the
correct values for these constants. The reason being that, de-
pending on the number of constraints imposed (or the number
of flow cases selected), a different set of optimized values could
be obtained. Besides, an optimization study thus carried out
would be likely to depend on the range of Re selected. Instead,
a* = —0.29 and y* = 0.065 are determined by calibrating the
calculation against one particular channel flow at a very low
Re. Consequently, two values of G are found to be necessary
in the use of (12a). For all channel and boundary-layer flows
examined, G = 200 is found to yield the best results; while G
takes on a value of 220 for all pipe flows investigated. This
difference is probably due to the fact that a* and y* have not

(12a)

(120)

-been optimized properly. The higher value of G used in the pipe

flow calculations does not affect the calculated «, the location of
the maximum shear stress and the behavior of the Reynolds
stresses in these flows. As far as it can be ascertained, the major
influence of G is in the prediction of the log law intercept at
the high Re end of the pipe flow cases examined. Furthermore,
the ability of the model to replicate the Re effects does not
hinge on the optimized values of the model constants. Since
the ability of the model to reproduce the trend is of primary
importance here, it is not crucial to optimize the constants at
this point. In the present investigation, again (12a), with G
given by either 200 or 220 depending on the flow type, is used
for all flow calculations except channel/pipe flows with Re, =
250, where (12b) is assumed instead.

A similar approach, and the stipulation of the Shima (1988)
compatibility condition, was used by So et al. (1994b) to derive
the near-wall correcting function £ for the e-equation. Again,
without going into details, the final result is given by

(13)

€& e €
= fol -NE+ME-LEB),
3 fz( . k k>

where f,» = exp[ — (Re,/40)?] is a damping function introduced
to insure the disappearance of the effects of £ far away from a
wall, and L, M, and N are model constants. Here, one single
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Fig. 1(c) Mean velocities plotted in inner-layer variables for boundary-
layer flows

damping function is found to be applicable for all flow cases
considered. Their calculations showed that these constants
should take on values given by L = 2.25, M = 0.5 and N =
0.57. The modified €, € = ¢ — 2vk/y?, is introduced to ensure
proper behavior of € near a wall.

Thus modeled, (4) and (5) are valid as a wall is approached
and are used to calculate wall-bounded flows where the bound-
ary conditions on —u;u; and € are given by: —wu; = 0 and ¢,
= 2u(6\/l;/6y)2, respectively. The usual no slip condition is
assumed for all mean velocities at the wall. The governing
equations and their respective models are solved by specifying
the proper inlet and outlet conditions for the flow under consid-
eration. For fully-developed turbulent channel/pipe flows, the
governing equations can be reduced to a set of ordinary differen-
tial equations. Standard Newton iteration or time marching nu-
merical technique is used to solve the equations and the numeri-
cal errors incurred are well known. For these flows, a grid with
51 points is sufficient to yield grid independent solutions. On
the other hand, thin shear layer approximations are invoked to
simplify the governing equations to a set of boundary-layer
equations. The boundary-layer code, developed by Anderson
and Lewis (1971) and adopted a Crank-Nicolson type implicit
finite-difference scheme to solve the equations, is used to nu-
merically integrate the parabolic equations. The solutions are
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found to be grid independent with 101 grid points. Therefore,
the calculated differences between flows with a wide range of
Re, if present, can be interpreted as the modeled Re effects
rather than numerical errors. In the following, the Re effects
on the mean flow and the turbulence statistics are discussed
separately.

Reynolds-Number Effects on Mean Flow

Existing experimental and DNS data indicate that the mean
velocity of channel/pipe flows and boundary layers can be
scaled by inner-layer variables and they give rise to a fairly
universal distribution in the inner region. In the outer layer, the
wake component of the boundary layer is influenced by the
Reynolds number and it will eventually disappear as the Reyn-
olds number decreases to a certain minimum value. According
to Coles (1962), this minimum value is about Rey = 600. At
this Reynolds number, the logarithmic law of the wall would
also disappear.

The test cases selected consist of four cases of channel flows,
six cases of pipe flows and five cases of zero pressure gradient
(zpg) boundary-layer flows (Table 1). Following Bandyopad-
hyay and Gad-el-Hak (1994), a reduced Reynolds number,
Re* = u,6/v, is defined for the boundary-layer flow. This would
allow the pipe/channel flow and boundary-layer flow data to
be compared on the same basis. The normalized mean velocities
of these flow cases, U™, plotted versus y*, are shown in Figs.
1(a) to L(c), separately for each type of flows. As expected,
the channel/pipe flow results show very little wake component
(Figs. 1(a) and 1(b)) and the data and model calculations are
essentially well correlated by a single curve in the inner layer.
The boundary-layer flows, on the other hand, show a substantial
wake component and a gradual disappearance of the logarithmic
law of the wall as the Reynolds number decreases (Fig. 1(¢)).
This behavior is fairly well reproduced by the near-wall model.

Within experimental and numerical errors, the calculated log-
arithmic region can be correlated by a single curve given by
(1a) with k = 0.40 and B = 5.0 for channel/pipe flows and «
= 0.41 and B = 5.0 for flat plate boundary layers. A more
accurate determination of « for the individual cases is obtained
by following the procedure outlined in So et al. (1994b) and
the results are reported in Table 1 for comparison. Contrary to
the arguments of Simpson (1970), the von Karman constant is
not dependent on Re. This universality of x can be reproduced
if an asymptotically correct near-wall model is used to calculate
two-dimensional, wall-bounded turbulent flows. The near-wall
model does a fair job of reproducing this universal inner-layer

Table 1 Comparison of the measured and calculated «, H, and C,

Calculation x
Reg (Data)
Data Source Flow Type | Req (Re;) H | Cpa10?] Model | D
Kim et al. (1987) Channel 180 - - - 0.40 0.40
Durst et al. (1993) Pipe 250 - - - 0.39 0.40
Kim (1991) Channel | 395 | - g - [ o039 [ 040
Schildknecht et al. (1979 Pipe 489 - - - 0.39 0.41
Wei and Willmarth (1989) | Channel 989 - - - 0.40 0.39
Laufer (1954) Pipe 1052 - - - 0.40 0.40
Wei and Willmarth (1989) | Channel 1608 - - - 0.40 0.40
Perry and Abell (1975 Pipe 3313 - - - 040 0.41
Perry and Abell (1975) Pipe 4755 - - - 0.40 0.41
Laufer (1954) Pipe 8758 - - - 0.40 0.40
Spalart (1988) Boundary - 1410 1.46 3.84 0.36 041
layer (zpg) 538) | (142) | (410)
Karlsson and Johansson } Boundary - 2420 143 3.44 0.38 041
(1988) layer (zpg) @) | 039 | 359
Andreopoulos et al. (1984) | Boundary - 5535 142 3.04 0.40 0.40
layer Gpe) Qaen | 130) | @70)
Klebanoff (1955) Boundary - 7800 1.37 2.84 040 0.43
layer (z2pg) @08 | (133 | @81
Andreopoulos et al. (1984) | Boundary 15406 § 137 2.44 041 0.40
layer (zpg) 029 | 128) | 236)
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behavior and the prediction of k is within the error margin of
its determination from experiments. In general, a value of 0.4
is obtained and this is in excellent agreement with experimental
and DNS data. The only exception is the case where Re, =
1410 (Spalart 1988). Here, the predicted « falls outside of the
error margin. One possible reason is the calculated extent of
the log region which is much smaller than is indicated by the
DNS data (Fig. 1(c)). In other words, the model predicts a
larger Re effect than is indicated by the data. When the calcu-
lated values of « are used to determine B, its value varies from
a low of 3.4 to a high of 5.0 with most of the cases giving a
value very close to 5.0. In general, the values of B determined
for channel and boundary-layer flows are slightly smaller than
5. Again, the largest error in the estimate of B occurs in the
case where Rey = 1410. This is associated with the much lower
k predicted by the model. Consequently, the calculated U™ for
these two flows appear below the log law. In spite of these
differences, the law of the wall as given in (1) is reproduced
by the near-wall SSG model. Also, the calculated « is in
agreement with data, to within measurement errors.

Another feature of boundary-layer flows is the variation of
the shape factor H = §*/6 with Re. The calculated H and skin
friction coefficient, C; = 27,/pU3, are reported in Table 1 for
comparison with experimental and DNS data. It can be seen
that H varies from a high of 1.46 at the lowest Rey to about
1.37 at the highest Re,. This trend is consistent with the data
shown (Table 1) and that reported by Bandyopadhyay and Gad-
el-Hak (1994). The calculated C; agrees to within 7 percent of
the experimental and DNS values, except for the case, Rey =
5535, where the measured C; does not agree with the measured
trend (Table 1). In general, the Re effects on the mean flow
are fairly well reproduced by the near-wall SSG model.

Reynolds-Number Effects on Turbulence Statistics

Evidence that Re effects penetrate deep into the viscous re-
gion can be gleaned from a plot of the near-wall asymptotes of
the turbulence statistics. The leading term of these expansions

near a wall are given by k* = a,y*™ + ..., — Wt = g,y
+.oonet =2+ .., =ayt+ ..., =ay?+ ...,
w' =a,y* + ..., where the a’s are time-averaged coefficients

’

of the expansions and u’, v’, w’' are the rms normal stresses
normalized by u, along the axial, wall normal and transverse
directions, respectively, uv™ = wv/u?, k* = k/u?, and e* =
ev/ut. The near-wall asymptotes for u’, k* and —uv™ are deter-
mined according to the following procedure. From the above
expansions, it can be deduced that k*/e*y*? = 0.5. Also, a;
= €;,/2, where €}, is the wall value of ¢*. These two relations
offer a way to determine @, and an independent way to check
its value. The value of ¢,, is known from the solution of the
governing equations. At the same time, the calculated profile
of k*/e* can be plotted against y*2. A line with a slope of 0.5
is then drawn through the points closest to the wall. This way,
the range of y* in which k*/e*y™* = 0.5 is valid can be deter-
mined. The same y* range is used to determine the near-wall
asymptotes of the other expansions. Thus determined, a; is
found to agree to within 3 percent of that deduced from ¢;).

Log-log plots of these values versus Re,(Re ) are given in Fig.
2. A least square fit to these values is performed and the resultant
straight lines are also displayed in Fig. 2. These plots clearly
indicate that the near-wall asymptotes increase with Re, even
though some scatter is noticed.

Momentum transport in two-dimensional turbulent wall-
bounded flows is mainly carried out by the Reynolds shear
stress. Therefore, it is of paramount importance to model the
shear stress behavior correctly. However, the accuracy in which
this quantity can be measured is not as good as that for u’.
Therefore, it is not possible to quantify with great accuracy the
Re effects of the turbulent shear stress. Wei and Willmarth
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Fig. 2 Variations of the asymptotic coefficients a,, a.a., with Re

(1989) examined channel and pipe flows where the normalized
shear stress can be expressed as

—w* = (1 —y*/Re;) —dU"/dy". (14)
Once the mean velocity profile is known, the normalized shear
stress can be calculated from (14) and used as a check on
the accuracy of the measurements themselves. The agreement
between the calculated profiles based on (14) and measurements
is in general very good, except in a region very close to the
wall.. Wei and Willmarth (1989) found that the normalized
shear stress at different Re does not collapse in the outer layer
and the separation of the different profiles is still discernible
well into the inner layer. Assuming a universal velocity profile,
it can be seen from (14) that the Re dependency of the shear
stress in the inner layer is particularly strong at low Re. The
calculated shear stress profiles are compared with data in Figs.
3(a)-3(c) for channel, pipe and boundary-layer flows, respec-
tively. Whenever data are available, they are also plotted in the
figures for comparison. In the logarithmic and outer regions,
the shear stress profiles do not collapse into a single curve. The
predicted Re effects are more pronounced in channel and pipe
flows; the shear stress profiles at different Re do not quite
collapse in any region of the channel and pipe flows (Figs. 3(a)
and 3(b)). However, they collapse into a single curve in the
viscous region of boundary layers (Fig. 3(c)). The similarity
for boundary layers extends to about y* < 30. According to
(14), —w* —» (1 — dU*/dy™) as Re, — . This implies that
—uv™ has a broad maximum as Re, — o (Figs. 3(b) and 3(c¢)).
In general, the agreement between data and calculations is very
good.

Another test of the ability of the near-wall SSG model to
reproduce the Re effects is to plot the location of the peak shear
stress versus Re,(Re#). If the location of the peak shear stress
is denoted by y,, its value can be determined from the shear
stress profiles shown in Figs. 3(a)-3(c). A log-log plot of
y, versus Re,(Re#*) is shown in Fig. 4. According to Sreeniva-
san (1988), a linear relation should exist between In y, and
In Re, or In Re . Bandyopadhyay and Gad-el-Hak (1994 ) show
that the straight line y,; = 2(Re,)'/* correlates well with the
experimental data they have examined in a log-log plot. The
calculated results plotted in Fig. 4 can also be correlated by the
same straight line. Strictly speaking, the coefficient 2 in y, =
2(Re,)""? should be given by 1/ Yk which can be deduced from
(la) and (14). At low to moderate Re,, the log-law does not
apply at the point where the maximum shear stress occurs be-
cause the maximum shear stress occurs within the buffer region.
At this point, the second derivative of the mean velocity with
respect to y* is quite different from that calculated from the
log-law. A composite mean velocity profile that predicts the
buffer region correctly will lead to a higher value for the coeffi-
cient. Therefore, over a wide range of Re., a larger coefficient
seems to correlate better with data.
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Wei and Willmarth (1989) showed that the normalized pro-
duction of k, P* = —uv*(dU*/dy™), is relatively independent
of Re in the outer region of channel flows but not so in the
inner region. The Re range they investigated is bounded by

*
Re, Re
T T

Fig. 4 Variation of the shear stress peak location y, with Re
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Fig. 5(c) Comparison of the calculated k production A* with data to
show Re effects for flat plate boundary layers

2970 = Re = 39582. Furthermore, Bandyopadhyay and Gad-
el-Hak (1994 ) pointed out that even though the location of the
peak shear stress varies with Re, the location of the peak value
of P* is relatively independent of Re. The reason is that the
scales producing the Reynolds shear stress are quite different
from those responsible for the production of k. These conclu-
sions can also be deduced from (14) and the definition of P
As Re, = ©, P* reaches a maximum at dU*/dy™ = § and this
leads to a maximum £+ = §, The calculations and measurements
of P* plotted versus log y* are shown in Figs. 5(a)—-5(c). As
expected, there are no Re effects on the calculated P* in the
outer layer for channel/pipe flows and boundary-layer flows.
In the inner layer, the behavior of 2+ is different for the different
wall-bounded flows examined. For channel/pipe flows, P, par-
ticularly its peak value, distinctly depends on Re (Figs. 5(a)
and 5(b)). This, however, is not true for boundary layers (Fig.
5(c)). Even though the calculated location of the peak value
of wv™ varies with Re (Fig. 4), there is little variation in the
calculated location of the peak value of P*. Furthermore, the
peak value of P* is less or equal to §; approaching the ; value

JUNE 1996, Vol. 118 / 265



Calculaion Data Re,

0.3
10! 10°

LB L e M 10 S e AL

0yt 102 100 10

T

Fig.6(a) Comparison of the calculated dissipation rate ¢* and diffusion
Dy of k with data to show Re effects for channel flows

Calculati D R
0'3_: _c iﬂon ata 2;:)

NG S S e
St I i
DVOI— """" 8758

04

0.1

_E+ 1

0.2
10t 10° 10ty 100 100 10¢

Fig. 6(b) Comparison of the calculated dissipation rate " and diffusion
D; of k with data to show Re effects for pipe flows

04_ D¢ Calculation Data Rea
03 o
Dy 0.2 7800
0 1_ ........... 15406
03
-0.1]
-0.2]
£+ 1
€703
1-e*
-0.4 3
100 10° 10! y* 10 100 10*

Fig. 6(c) Comparison of the calculated dissipation rate ¢* and diffusion
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only at high Re. For both channel/pipe flows and boundary
layers, production of k seems to peak at about y* = 10. This
is consistent with a value of about y* = 12 deduced by Bandyo-
padhyay and Gad-el-Hak (1994) who examined a different set
of data with a different Re range. The ability of the model to
predict these important features of wall-bounded flows is an
indication of the validity of the model.

The corresponding profiles of € and the viscous diffusion
of k*, D} = d*%™"/dy*™*, are compared in Figs. 6(a)—-6(c)
with DNS data and measurements. Very near the wall, the dissi-
pation rate is approximately balanced by viscous diffusion and
pressure diffusion. The pressure diffusion term is not plotted in
Figs. 6(a)—6(c¢); its value could be obtained by taking the
difference between viscous dissipation and diffusion in the very
near-wall region only. Depending on Re, the pressure diffusion
contribution amounts to no more than 10% of the dissipation
rate at the wall. The calculated results show that the dissipation
rate behavior is essentially Re independent, except for very low
Re (Fig. 6(a)). Viscous diffusion goes negative at about y* =
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2 for channel flows (Fig. 6(a)) and at about y* = 4 for pipe
and boundary-layer flows (Figs. 6(&) and 6(c)). In the region,
2 < y* < 20, for channel flows and the region, 4 < y* < 20,
for pipe and boundary-layer flows, viscous diffusion remains
negative and represents a major part in the balance between
viscous dissipation, viscous diffusion and the production of k
(Figs. 6(a)—6(c)). As Re increases, the part contributed by
viscous diffusion to the balance decreases by about a factor of
2 (Figs. 6(b) and 6(c)). In all flow cases studied, equilibrium
turbulence, where production approximately balances dissipa-
tion, is present only beyond y* = 20, and the calculated dissipa-
tion rate reaches a maximum at the wall; a fact well supported
by DNS data. Therefore, the near-wall SSG model is replicating
the Re effects of two-dimensional, wall-bounded turbulent fiows
quite well.

Conclusions

Among the experimental and DNS data examined, Re effects
in the outer layer of the wall-bounded flows are very distinct.
In the inner layer, these effects are not so distinct for boundary
layers; however, they are quite discernible for channel/pipe
flows. The trends as exhibited by the experimental and DNS
data are essentially reproduced by the near-wall SSG model.
Normalized production and dissipation of & is found to be inde-
pendent of Re in the outer layer, except for very low Re channel
flows. Also, at this low Re, viscous diffusion is found to be
about twice that at higher Re in the region, 2 < y* < 20. A
most striking Re effect is the correlation of the location of the
peak shear stress with Re for two-dimensional, wall-bounded
flows. This relation is given by y} = 2(Re,)"? or y; =
2(Re*)'"*in a log-log plot. Among the fifteen flow cases inves-
tigated, the calculated y, is well correlated by this relation. The
experimental and DNS data show that the location of the peak
shear stress varies with Re; however, the location of the peak
production of k does not. The calculated location of the peak
production of k occurs at about y* = 10 and compares well
with y* =~ 12 reported by Bandyopadhyay and Gad-el-Hak
(1994). All these results are accomplished with one set of
model constants. Therefore, it can be concluded that the near-
wall SSG model is capable of reproducing the Re effects in
two-dimensional, wall-bounded flows.
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The flow in the cross-flow separation region of a 6:1 prolate spheroid at 10 deg
angle of attack, Re, = 4.20 X 10°, was investigated using a novel, miniature, 3-D,
fiber-optic Laser Doppler Velocimeter (LDV ). The probe was used to measure three
simultaneous, orthogonal velocity components from within the model, from approxi-
mately y*© = 7 out to the boundary layer edge. Velocity, Reynolds stress, and velocity

triple product measurements are presented. These measurements are used to calculate
the skin friction and to examine the convection, production, and diffusion of turbulent
kinetic energy (TKE) about the three-dimensional separation. Comparisons of the
measured production and diffusion of TKE in the cross-flow separation region—as
well as in nonseparated regions of the flow—to the production and diffusion predicted
by several models for these terms are shown.

Introduction

The phenomenon of three-dimensional separation of the flow
about a body, though quite common, is both difficult to model
and poorly understood. Indeed, since—unlike in two-dimen-
sional flow separation—three-dimensional flow separation is
rarely associated with the vanishing of the wall shear stress, it
can often be difficult to even identify its presence or its precise
location in 3-D flow.

In order to better understand three-dimensional flow separa-
tion, several groups have studied the flow about a 6 to 1 prolate
spheroid at angle of attack. This flow is a well-defined, relatively
simple 3-D flow which exhibits all the fundamental phenomena
of three-dimensional flow, and is schematically illustrated in
Fig. 1. The flow separating from the lee-side of the prolate
spheroid, at the point marked S, rolls up into a strong vortex
on each side of the body which reattaches at the point R;.
This primary separation may or may not, depending on flow
conditions, be accompanied by secondary separations, S, and
S, and reattachment R,. This results in a highly skewed, and
thus three-dimensional, boundary layer.

Previous works by Meier et al. (1984 and 1986), Kreplin et
al. (1985) and Vollmers et al. (1985) at the DFVLR (now the
DLR) have documented the surface flow, surface pressure, skin
friction and mean velocity around the prolate spheroid at Re =
7.7 x 10°. Previous work at VPI by Ahn (1992) has docu-
mented the Reynolds number and angle of attack effects on the
boundary layer transition and separation phenomena for this
flow. Barber and Simpson (1991) documented the mean and
turbulent velocities in the cross-flow separation region, but due
to the limitations of their instrumentation they obtained no data
within the inner boundary layer.

Because of the simple geometry and the extent of the experi-
mental data, this flowfield has made an excellent test case for
three-dimensional computational models. A recent study by
AGARD (1990) used the DFVLR data for comparison to three-
dimensional computations utilizing integral boundary-layer, al-

* Data have been deposited in the JFE Data Bank. To access the file for this
paper, see instructions on p. 427 of this issue.
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gebraic mixing-length, and eddy-viscosity turbulence models.
All of the computational models experienced difficulties in cal-
culating the flowfield in the cross-flow separation region. Gee
et al. (1992) obtained somewhat better results using versions
of the Baldwin-Lomax and Johnson-King turbulence models
modified for three dimensions, but stated that ‘ ‘more experimen-
tal data may be required before a better understanding of the
effects of turbulence models on flow parameters can be gained.”’

One of the previously noted effects of boundary-layer skew-
ing on turbulence is the inequality of the flow-gradient angle,
Y, and the turbulent-shear-stress angle, ., which are defined
as

P _
= tan~! OWidy v, = tan™! w.

auldy v

The inequality of y, and vy, implies that models which use an
eddy viscosity must allow the eddy viscosity to vary in the
streamwise and cross-stream directions. Currently, most models
do not incorporate this 3-D effect. One notable exception is the
Rotta-T model, (Rotta, 1979), which assumes that the cross-
stream to streamwise eddy viscosity ratio is a constant.
This, unfortunately, makes the model coordinate-system depen-
dent.

Since turbulent quantities can be very difficult to measure
near the wall in a 3-D boundary layer, and since some quantities
of interest—most notably the pressure-velocity correlations—
are nearly impossible to accurately measure, it would seem that
Direct Numerical Simulation (DNS) would be an excellent tool
for “‘experimentally’’ obtaining turbulence data for 3-D bound-
ary layers. Unfortunately, the enormous computer resources re-
quired for these calculations makes them impractical for most
3-D flows. Two simple 3-D flows which have been investigated
with DNS. Spalart (1988) investigated the boundary layer on
a flat plate with a freestream velocity which rotated at a constant
angular rate and Moin et al. (1990) and Sendstad and Moin
(1992) investigated the flow in a 2-D channel with a suddenly
applied, cross-stream pressure gradient. Both these flows are
highly idealized; however, these flows do reproduce the funda-
mental effects of three dimensionality on turbulence and can
help illuminate experimental observations of 3-D turbulent flow.

The present work extends the knowledge of this 3-D sepa-
rated flow with measurements of the total-velocity vector, as
well as the full Reynolds-stress tensor and velocity triple prod-

Vs (D
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ucts, throughout the boundary layer in the cross-flow separation
region. Previous to this work, little data on the Reynolds stress
tensor were available, and no data on the velocity triple products
existed. The data which were available did not extend to the
sublayer. The spacing of the data presented here is such that
the computation of the wall shear stress and virtually all the
terms of the turbulent kinetic energy equation is possible.

The present measurements were accomplished using a minia-
ture, three-dimensional, fiber-optic LDV designed specifically
for this application. The probe was placed within the model,
and all beams passed through a plastic window molded to the
shape of the model so that the flow was virtually undisturbed
by the instrumentation. The full set of velocity measurements
can be found in Chesnakas et al. (1994) and in the Journal of
Fluids Engineering data bank.

Nomenclature

Experimental Facility

Tests were performed in the Virginia Polytechnic Institute
and State University Stability Wind Tunnel. This tunnel is a
continuous, closed-test-section, single-return, subsonic wind
tunnel with a 7 m long, 1.8 m square test section. The 9:1
contraction ratio and seven anti-turbulence screens provide for
very low turbulence levels—on the order of 0.03 percent or
less. Temperature stabilization is provided by an air exchange
tower.

The 6 to 1 prolate spheroid model used in this experiment is
1.37 m (54 in.) in length and 0.229 m (9 in.) in diameter. The
model has a fiberglass skin bonded to an aluminum frame. A
circumferential trip, consisting of posts 1.2 mm in diameter, 0.7
mm high spaced 2.5 mm apart, was placed around the nose of
the model at x/L = 0.2 in order to stabilize the location of
transition, and consequently, the location of the separation. Win-
dows 30 X 150 X 0.75 mm thick were placed in the skin for
optical access to the flow. The windows were molded to the
curvature of the model to minimize flow disturbances, and were
mounted flush with the model surface within 0.1 mm. Wax was
used to smooth any small steps between the windows and model
skin. The model was supported with a rear-mounted, 0.75 m
long sting connected to a vertical post coming through the wind
tunnel floor.

A unique, three-component, fiber-optic LDV probe was used
for these measurements. [t was designed specifically to measure
the complete velocity vector and full Reynolds-stress tensor
from the viscous sublayer to the edge of the boundary-layer on
the 6:1 prolate spheroid. The design of the probe is discussed
in detail in Chesnakas and Simpson (1994).

The probe is a two-color, three-component, fiber-optic de-
sign. Light for the probe comes from the blue and green lines
of an argon-ion laser with scattered light collected in off-axis
backscatter. The measured velocity components are mutually
orthogonal, and the probe volume is roughly spherical with a
diameter of approximately 55 um. The probe was positioned
inside the model with all beams passing through the window
as shown in Fig. 2. In this way the flow is undisturbed by the
presence of the probe. The probe was mounted to the frame of
the model on a two-component traverse which could be re-
motely positioned *2.5 cm in both the axial and radial direc-
tions. Positioning in the circumferential, or ¢, direction was
accomplished by rotating the model about its primary axis. The
Doppler frequency of the LDV signals was analyzed using three
Macrodyne model FDP3100 frequency domain signal proces-
sors operating in coincidence mode.

Polystyrene latex (PSL) spheres 0.7 um in diameter were
used to seed the flow. The seed was suspended in ethanol and

C, = skin-friction coefficient,
Tl (pUEI2) .
k = turbulent kinetic energy, (#* + v?
+ w?)/2
L = length of model, 1.37 m
Re =Reynolds number, U,L/v
u™ = friction velocity, y7,/p
U = velocity component in the plane
tangent to the model surface, paral-
lel to the wall-flow angle
U, = total velocity at the edge of the
boundary layer
Uy, = velocity component in the plane
tangent to the model surface, paral-
lel to the flow angle at the bound-
ary-layer edge

Journal of Fluids Engineering

U.. = wind tunnel freestream velocity

V = velocity component perpendicular
to the model surface (+ outward)

W = velocity component in the plane
tangent to the model surface, per-
pendicular to the wall-flow angle

x = axial distance from the nose of
model

y = perpendicular distance from the
model surface.

B = flow angle, in plane perpendicular
to y, from the axial direction (posi-
tive in the windward direction)

v, = flow gradient angle

v, = turbulent shear stress angle
€ = dissipation of turbulent kinetic
energy
6 = boundary-layer streamwise-mo-
mentum thickness
v = kinematic viscosity
p = density
T, = wall shear stress
6 = boundary-layer thickness (Uy,/ U,
= 0.99)
¢ = circumferential angle, from wind-
ward side
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Fig. 2 3-D, fiber-optic, boundary-layer LDV probe placed inside the prolate spheroid

introduced into the flow using two air-atomizing paint spray
nozzles placed just downstream of the turbulence-reducing
screens. The arrangement of the two nozzles produced a local-
ized region of seeded flow extending a minimum of 10 cm on
all sides of the model. This arrangement causes some increase
in the freestream turbulence; the increase, however, is below
the measurement resolution of this instrument, and has not been
quantified.

All tests were performed at a 10° angle of attack and with a
Reynolds number based on the model length and free-stream
velocity of 4.20 X 10°. Surface oil flow visualizations by Ahn
(1992) indicated that the primary separation begins approxi-
mately at x/L = 0.600, ¢ = 145°. Boundary-layer profiles were
therefore measured at x/L = 0.400 and 0.600 from ¢ = 90° to
¢ = 180° in 10° increments in order to examine the conditions
leading to separation. Ahn’s oil-flows also showed the separa-
tion to be well developed by x/L = 0.762, with the convergence
of flow lines indicating the separation line at ¢ = 123 deg.
To examine the development of the flow about the primary
separation, boundary-layer profiles were measured at x/L =
0.752 and 0.762 at ¢ = 120, 123, and 125 deg, and at 0.772 at
¢ = 105 to 130 deg in 5 deg increments, plus at ¢ = 123
deg. This paper will concentrate primarily on the measurements
about x/L = 0.762, ¢ = 123 deg, where the measurements
are sufficiently clustered to allow the evaluation of all spatial
derivatives.

Each boundary-layer profile consisted of from 14—17 radial
locations, from less than 0.01 ¢m from the model surface out
to the boundary-layer edge. At each of these locations, 16,384
coincident 3-D velocity realizations were acquired.

Uncertainty Estimates

Uncertainty estimates for the measurements presented here
are listed in Table 1. It should be noted that turbulence quantities

Table 1 Uncertainty estimates
Term Uncertainty Term Uncertainty
U 0.005 |U| Ve 1.1°
u? 2% Vo 4°
wi; 0.03 u?-u? + (mu)H'"* Convection 20%
u} 0.05 (u®)* Production 20%
uty, 0.05 u? (uh)” Diffusion 20%
0.7° Dissipation 20%
B 1.5° Visc. diff. 40%
C 4%

Note: i and j subscripts DO NOT imply summation.
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at the edge of the boundary layer are limited by a minimum
measurable turbulence intensity of about 1.5 percent, and that
the TKE terms at the point measured closest to the wall are of
higher uncertainty due to the high uncertainty of calculating
one-sided derivatives.

Motion in the radial direction was powered by a rotary-en-
coded servo-motor, and repeatability of the radial positioning
was found to be better than =0.008 mm. Positioning of the
measurement volume in the circumferential direction was mea-
sured with a sting-mounted index and was accurate to within
0.1 deg.

Results

Measured Flow Quantities. Boundary-layer measure-
ments are presented here in a wall-collateral coordinate sys-
tem—with the V-velocity component perpendicular to the
model surface and positive outward, U perpendicular to V and
in the direction of the mean velocity at the wall, and W complet-
ing the right-hand rule. For this measurement set, flow with a
positive W component is in the windward direction.

Plots of the mean-velocity profiles are shown in Fig. 3. The
average quantities displayed in these plots are not strictly nu-
merical averages of the approximately 16,000 velocity realiza-
tions at each measurement point, but are rather averages with
two statistical corrections applied. The first of these is a correc-

Velocity (/u*)

Fig. 3 Velocity profiles, x/L = 0.762
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Fig. 4 Reynolds normal stress profiles, x/L = 0.762

tion for velocity bias. To correct for velocity bias, individual
particle velocity realizations are averaged using a weighting
factor of 1 over the total measured velocity, as originally sug-
gested by McLaughlin and Tiederman (1973). That is, an in-
verse-velocity weighting scheme is employed. The second sta-
tistical correction is intended to compensate for flow gradients
across the measurement volume. These gradients become sig-
nificant near the wall, and cause the measured turbulence inten-
sities to be higher than what would be measured with an infi-
nitely small probe volume. To correct for this ‘‘gradient broad-
ening,”’ all computed components are corrected by a scheme
similar to that of Durst et al. (1992).

Also, the radial position of the measurements has been cor-
rected for errors in setting the zero (wall) position by a scheme
discussed in the section on skin-friction calculation.

The measurements at ¢ = 120 deg are on the attached side
of the primary separation line, and the measurements at ¢ =
125 deg lie within the separated region of the flow. The mea-
surements at ¢¢ = 123 deg are, according to the work of Ahn
(1992), very near the separation line. None of these profiles
exhibit reverse flow as one would see in two-dimensional sepa-
rated flows. This is to be expected since, as was noted above,
the skin friction does not usually vanish in 3-D separated flows.
The profiles at 123 and 125 deg merely exhibit more moderate
gradients near the wall and greater flow turning than the profile
at 120 deg.

Plots of the Reynolds normal stresses are shown in Fig. 4.
From Fig. 4 it can be seen that the maximum value of the

125

— —&— 120°

Shear Stress  (/u* ?)

10 100

Fig. 5 Reynolds shear stress profiles, x/L = 0.762
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Triple Product (/ u*3)

Fig. 6 Third moments of velocity, x/L = 0.762, ¢ = 123 deg

normal stress occurs quite far down in the boundary layer, at
approximately y* = 12. The normal stress is dominated by
nu , with t becoming negligible near the wall.

Plots of the Reynolds shear stresses are shown in Fig. 5. The
dominant shear stress, —uv, is near the expected value of 1
(when normalized by #*?) from 30 < y* < 500. The —vw
shear stress is near zero near the wall-——where the flow is
aligned with the coordinate system—and becomes comparable
in magnitude to —uv for y* = 600, where a considerable cross
flow exists. The —uw shear stress behaves similarly to —vw.
The DNS study of Moin et al. (1990), in which a three-dimen-
sional turbulent channel flow experiences a sudden, transverse
pressure gradient, found that ~-uw became quite large—up to
three times the magnitude of —uv—as the flow became three
dimensional. Clearly that is not the case here. If the boundary-
layer profiles shown here are plotted in a local-freestream coor-
dinate system, however, —uw can indeed become quite large.
It seems then that the large value of —uw observed in some
3-D flows may say more about the choice of coordinate system
than about the structure of the flow. Moin et al.’s choice of a
coordinate system aligned with the initial, 2-D flow is one which

+ will enhance the value of —uw near the wall compared to a

wall-flow-oriented coordinate system.

Plots of all velocity triple products at ¢ = 123 deg are shown
in Figs. 6, 7, and 8. Knowledge of these terms is necessary to
evaluate turbulence models utilizing equations for any of the
Reynolds stresses. Here, they will be used to evaluate the turbu-

20

—a— w2y

Triple Product (/u*3)

Fig. 7 Triple products of velocity, x/L = 0.762, ¢ = 123 deg
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Fig. 8 Triple products of velocity, x/L = 0.762, ¢ = 123 deg

lent diffusion term of the TKE equation. As can be seen from
these plots, u® becomes quite large and positive near the wall,
apparently due to the wall’s limiting influence on the magnitude
of negative u events. The quantity uw?, which appears in
the turbulent transport term of the uw equation is several times
larger than uv?, which appears in the turbulent transport
term of the #v equation, suggesting that the turbulent structure
is changing rapidly in the third dimension near the separation
line.

Calculated Flow Quantities.
layer profiles were integrated by

]
T AAN
o U, U,

where Uy, is the streamwise component of the velocity in the
local-freestream coordinate system, to obtain the boundary-
layer streamwise momentum thickness, §. The resulting mo-
mentum-thickness Reynolds numbers, Rey, are presented in
Fig. 9.

In order to calculate the skin friction, the velocity profiles
were fitted to a Spalding-type wall law

o () (kuty’
: - ] (3)

The measured boundary-

(2)

1 +
y+=u++E[e‘“‘ -1 - «u

with the constants E = 8.323 and ¥ = 0.41, and with the

substitutions

10

Rey (x1073)

0 " 1 " L N i

90 120 150 180
¢ (degrees)

Fig. 9 Momentum-thickness Reynolds number
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Fig. 10 Skin-friction coefficient

Ly L N Ly W 2
U./ \ 2 L 2

This equation satisfies the continuity equation requirements
(Rotta, 1962) that u* — y™* vary as y** nearest the wall while
u* approaches a semi-logarithmic form for large y*. In this
way, the skin-friction coefficient (and the term Ay, which is a
term correcting for any error in the traverse zero point) can be
calculated from a least squares fit of this equation to the mea-
sured U/U, versus y/L pairs. This equation is, strictly, only
applicable to 2-D flows, so for these 3-D profiles, only the
points measured within the collateral wall region are used for
the least squares fit.

The magnitude of the measured skin-friction coefficient, C;,
is plotted in Fig. 10, and the direction of the flow at the wall
relative to the axial direction, 8., is plotted in Fig. 11. C; has
been normalized by the wind tunnel velocity, U.., to make com-
parisons between different measurement locations more conve-
nient. It can be seen in these figures that, as the flow moves
downstream, the wall flow angle becomes more positive and
the skin friction coefficient decreases. Over the range of circum-
ferential angles measured at x/L = 0.752 through 0.772, there
is no local minima or maxima in either of these quantities.
However, at x/L = 0.772 there is a small kink in both the
profiles of Cyand 8, at ¢ = 123 deg. Since this is approximately
the point of the primary separation, it is believed that these
kinks are due to the separation. The kinks in these profiles are

(4)

10

By (degrees)

90 120 150 180
¢ (degrees)

Fig. 11 Wall flow angle
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Fig. 12 Flow angles, x/L = 0.762, ¢ = 123 deg

small, however, and the possibility exists that they are just
artifacts of the measurement uncertainty. It should be noted
that extrema in skin friction, wall flow angle, and momentum
thickness should not be expected at the separation line; these
extreina normally lag the 3-D separation line.

At x/L = 0.600 there are very clear local extrema in the
wall-flow angle and skin friction, as well as in the momentum
thickness. These local extrema are not, however, coincident in
¢. The maximum wall flow angle lags (is at higher ¢ than) the
minimum skin friction line by approximately 15 deg. The point
of maximum momentum thickness is approximately halfway
between the minimum skin friction and the maximum wall-flow
angle. The location of the minimum skin friction, at approxi-
mately ¢ = 145 deg, agrees quite well with that found by
Kreplin et al. (1985).

At x/L = 0.400 there are local extrema in momentum thick-
ness and in skin friction, but not in the wall flow angle. The
wall flow angle increases continuously from ¢ = 90 to 180
deg. The point of maximum momentum thickness lags the point
of minimum skin friction by about 20 deg. The point of mini-
mum skin friction, at approximately ¢ = 150°, is slightly dis-
placed from the value of ¢ = 160 deg found by Kreplin et al.

Plots of the flow angle, 3, the flow-gradient angle, y,, and
the turbulent-shear-stress angle, v,, at x/L = 0.762, ¢ = 123
deg are shown in Fig. 12. The flow-gradient angle is different
from the shear-stress angle over most of the boundary layer.
As was noted in the introduction section, this implies that the
eddy viscosity can not be assumed to be isotropic. The second,
and perhaps more interesting feature of Fig. 12, is that though
v, approaches 8, as the wall is approached, y, does not. Even
at the wall, -y, lags the flow angle (note that at this location the
flow is turning to the windward side). Similar results have been
seen in the experimental study of the boundary layer near a
wing-body junction of Olgmen and Simpson (1995), and the
3-D DNS study of Moin et al. (1990).

TKE Budget. Since the boundary-layer profiles are closely
spaced about x/L = 0.762, ¢ = 123 deg, it is possible to
evaluate most of the terms of the TKE equation at this location.
The TKE equation for steady flow can be written as

ox; Ox \ p ax;
+e—uiui<%+%)=o (5)
Gx]- éxj axi

In this form, the terms from left to right are convection of TKE,
diffusion, production, dissipation, and viscous diffusion.
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Fig. 13 TKE budget, x/L = 0.762, ¢ = 123 deg

With the data available in this study, the convection and
production terms can be evaluated exactly as can, with a little
manipulation, the viscous-diffusion term. The diffusion term
can not be fully evaluated due to the presence of the pressure-
velocity term; however, if the pressure-velocity term is assumed
to be small—an assumption supported by the DNS data of
Spalart (1988 ) —then the diffusion term can be evaluated. The
dissipation of turbulent kinetic energy, e, was then found by
summing the other terms.

The TKE budget calculated in this way is shown in Fig.
13. Clearly, the budget is dominated by the production and
dissipation terms over most of the boundary layer. The diffusion
and viscous diffusion terms become significant near the wall,
but at the closest measured point to the wall, y* = 7, these
terms are still considerably smaller than the production and
dissipation. This can be seen more clearly in Fig. 14, where the
terms of the TKE equation have been normalized by the value
of the dissipation at each y* location. In this plot it can be seen
that there is a balance between production and dissipation for
20 < y* < 1000. The diffusion and viscous-diffusion terms
both become significant below y* = 30, their sum rising to
approximately 50 percent of the value of e at y* = 7. Convection
is small over most of the boundary layer, becoming significant
only above y* = 800. These trends are quite similar to those
seen in the DNS study of Spalart (1988).

One interesting item which can be calculated from these data
is the relative contribution of terms normally neglected in the
modeling of turbulent boundary layers. In Fig. 15, it can be

20
% —%— Convection
« —&— Production
LT T — 4 - Diffuslon -
—+— Viscous Diff.
1.0
0
-
= 05
§
|_
00F:
05}
g .
1.0 il | AR |
10 100 1000

Fig. 14 TKE budget, normalized by ¢, x/L = 0.762, ¢ = 123 deg
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. Fig. 15 Sources of TKE production, x/L = 0.762, ¢ = 123 deg

seen that the terms in the turbulent kinetic energy production
containing x and z derivatives become a significant portion of
the total production above y* = 100, as do the terms containing
Reynolds normal stresses. The terms containing x and z deriva-
tives account for approximately 40 percent of the total produc-
tion at y* = 1000, while the terms containing Reynolds normal
stresses account for better than 20 percent of the total production
at this same location. It is not clear, however, if the large magni-
tude of these terms is a result of the close proximity of these
measurements to the 3-D separation, or is a general feature of
turbulent -boundary layers. Similar measurements at locations
away from separation should help resolve this question.

Figure 16 shows the measured diffusion of TKE and the
diffusion predicted by two models for this term. The first of
these models is the Prandtl energy method (Schetz, 1993), in
which the diffusion of TKE is calculated as

TKE Diffusion = — (_V_z 95) ©

dy \ox dy

where v is the turbulent eddy viscosity and oy is the turbulent
Prandtl number. Equation 6 was solved for the data at x/L =
0.762, ¢ = 123 deg using the generally accepted value for o
of 1 and an experimentally determined turbulent eddy viscosity.
The second model shown in Fig. 16 is the model of East and
Sawyer (1979):
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o
T

—&— Diffusion

Term (x v/u*)
S
&

— — — Prandti Energy Method
— East & Sawyer
010 [ —— T—
-0.15 . ' .
10 100 1000

Fig. 16 Diffusion of TKE, x/L = 0.762, ¢ = 123 deg

274 / Vol. 118, JUNE 1996

0.00

-0.10

-0.20

Term (x v/u*?)

-0.30

-0.40 .

10 100 1000

Fig. 17 Dissipation of TKE, x/L = 0.762, ¢ = 123 deg

TKE Diffusion = — 9 (0.81 9 km) (7

dy dy

where [ is the mixing length. Equation (7) was solved for this

location using East and Sawyer’s formula for the mixing length
2

1=o00757 1

Yy
Y=5=.
Y341 §

(8)

The results of these two calculations show that both models
yield only a gross approximation of the turbulent diffusion in
this flow. There is little to distinguish either of these models
for this flow. The Prandtl energy method yields numbers closer
to the measured diffusion below y* = 30, while the model of
East and Sawyer better predicts the region of positive diffusion
measured at y* = 100.

The behavior of the dissipation is detailed in Fig. 17. A
relatively simple analysis of the TKE equation—starting with
the assumptions that the shear is relatively constant through the
boundary layer and equal to 7, that a log region in the u* vs.
y* curve exists with a slope 1/, and that the production equals
the dissipation—leads to the conclusion that € = 1/ky ™" in the
log region. This line is plotted on Fig. 17 along with the mea-
sured dissipation. The measured dissipation follows the shape
of this line, but exceeds the value predicted by this analysis. It
is not clear, however, if this analysis applies to this flow situa-
tion, since 3-D fiows do.not generally follow the same wall law
as 2-D boundary layers (Olgmen and Simpson, 1992).

Also shown in Fig. 17 is the dissipation predicted from the
model

(%

where Cp is a constant equal to 0.08 and [ is a length scale. To
calculate the line shown in Fig. 17, an experimentally deter-
mined mixing length times the factor C* was used for /. This
model predicts the dissipation admirably well above y* = 80.
Below this point, however, the dissipation is greatly overpre-
dicted.

Summary and Conclusions

The flow about a 6:1 prolate spheroid at 10 deg angle of
attack was investigated using a novel, miniature, 3-D LDV. This
probe was used to obtain high-accuracy, high-spatial-resolution
measurements of all three velocity components—as well as all
Reynolds stresses and all velocity triple products—from closer
than y* = 7 out to the boundary-layer edge.
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Measurements were made of boundary-layer profiles at x/L
= 0.400, 0.600, 0.752, 0.762, and 0.772. Profiles at the latter
three measurement stations were in the vicinity of a three-di-
mensional separation. Velocity measurements were spaced
close to the wall in each boundary-layer profile, and were used
to calculate the skin friction on the prolate spheroid through a
fit to a wall law.

Measurements of the flow angle, £, the flow-gradient angle,
., and the turbulent-shear-stress angle, y, show that there is
a substantial lag in the direction of vy, and vy, with respect to
B. The lags in these quantities are not equal, implying that
turbulence models which use an isotropic eddy viscosity do not
adequately describe the behavior of three-dimensional boundary
layers. Moreover, the measurements show that, although v,
approaches f at the wall, there can be a significant difference
between 7y, and £ at the wall.

Measurements about x/L = 0.762, ¢ = 123 deg, a point very
near the three-dimensional separation, were used to calculate the
balance of turbulent kinetic energy at this station. The quality of
data and the close spacing of measurements allowed nearly all
terms of the TKE equation to be evaluated.

With this TKE balance, it was shown that terms frequently
neglected in the modeling of TKE can account for a substantial
portion of the production for y* > 100. It is not presently
clear, however, whether the large magnitude of these terms is
a general characteristic of boundary layers or is caused by the
close proximity of these measurements to the 3-D separation.

Several models for the diffusion and dissipation of turbulent
kinetic energy were compared to the measured values of these
terms. It was found that these models only grossly approximated
the behavior of these terms near the wall.

Data Bank Contribution

Data presented here, along with additional data upon which
the calculated quantities presented here were based, are being
placed in the Journal of Fluids Engineering data bank. The
data include all time-averaged velocity terms (first through third
order), calculated skin friction and momentum thickness, and
the calculated TKE budget terms. ‘
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High Freestream Turbulence
Effects on Turbulent
Boundary Layers

High freestream turbulence levels significantly alter the characteristics of turbulent
boundary layers. Numerous studies have been conducted with freestreams having
turbulence levels of 7 percent or less, but studies using turbulence levels greater
than 10 percent have been essentially limited to the effects on wall shear stress and
heat transfer. This paper presents measurements of the boundary layer statistics for
the interaction between a turbulent boundary layer and a freestream with turbulence
levels ranging from 10 to 20 percent. The boundary layer statistics reported in this
paper include mean and rms velocities, velocity correlation coefficients, length scales,
and power spectra. Although the freestream turbulent eddies penetrate into the bound-
ary layer at high freestream turbulence levels, as shown through spectra and length
scale measurements, the mean velocity profile still exhibits a log-linear region. Direct
measurements of total shear stress (turbulent shear stress and viscous shear stress)
confirm the validity of the log-law at high freestream turbulence levels. Velocity
defects in the outer region of the boundary layer were significantly decreased resulting
in negative wake parameters. Fluctuating rms velocities were only affected when the
[freestream turbulence levels exceeded the levels of the boundary layer generated rms
velocities. Length scales and power spectra measurements showed large scale turbu-
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lent eddies penetrate to within y* = 15 of the wall.

Introduction

Highly turbulent freestream effects on boundary layer flows
are relevant in such flow geometries as along gas turbine blades,
in heat exchangers, and in combustors. It is well-documented
that freestream turbulence levels of 7 percent and less, increase
skin friction and heat transfer. More recently, studies of in-
creases in skin friction and heat transfer due to high freestream
turbulence have been extended to turbulence levels much
greater than 10 percent. However, there has been little study of
the detailed characteristics for a boundary layer affected by
turbulence levels above 10 percent, such as mean and rms levels,
correlation coefficients, power spectra, and length scales. This
paper presents these detailed characteristics for high freestream
turbulence levels ranging between 10 percent < Tu < 20 per-
cent.

There have been numerous studies of freestream turbulence
effects on boundary layers, dating back to Kestin (1966), in
which grids were used to generate turbulence levels up to 7
percent. The primary objectives of these past studies have been
from a practical standpoint of finding parameters to correlate
increases of skin friction and surface heat transfer. These in-
creases were generally correlated as a function of turbulence
level (Tu) alone. Later, Hancock and Bradshaw (1983) and
Blair (1983) showed that increases in skin friction best scaled
using a combination of turbulence level and turbulence length
scale (L) in terms of a 3 parameter defined as,

Tu(%)
L
(7 * 2)

Hancock and Bradshaw (1983) and Blair (1983 ) also showed

B = (D
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that as freestream turbulence levels start to increase, the outer
regions of the velocity boundary layers exhibited a depressed
wake region. At a turbulence level of Tu = 5.3 percent, the
wake region was essentially nonexistent.

Both the Hancock and Bradshaw (1983) and Blair (1983)
studies, as well as other grid-generated turbulence studies, have
presumed that the log-law was valid for a boundary layer influ-
enced by freestream turbulence levels of Tu = 7 percent or less.
Hence, the wall shear stress for these studies were obtained
from Clauser fits of the near-wall velocity profile. In a later
study, Hancock and Bradshaw (1989) measured various terms
in the turbulent energy transport equation to determine whether
there was local equilibrium between production and dissipation
in the near-wall region. Bradshaw (1978) had presented argu-
ments that the log-law holds when there is local equilibrium in
the near wall-region. For a freestream turbulence level of 4
percent, Hancock and Bradshaw found that near the wall there
was a definite increased loss of turbulent energy. by diffusion.
Although this loss increased with freestream turbulence, it was
still small relative to the production and dissipation terms.
Hence, the boundary layer influenced by turbulence levels of 4
percent was found to be in local-equilibrium. Although this
energy balance supports the validity of the log-law for the lower
turbulence freestream turbulence levels, the question still re-
mains whether the boundary layer stays in equilibrium at turbu-
lence levels above 4 percent.

Conditional sampling studies were included. in the Hancock
and Bradshaw (1989) freestream turbulence study and were
also performed by Charnay, Mathieu, and Comte-Bellot (1976).
In these conditional sampling studies, the boundary layer fluid
was thermally tagged through the use of a heated test plate. By
thermally tagging the boundary layer fluid, a distinction could
be made between the turbulence statistics associated with the
boundary layer and freestream fluid elements. Hancock and
Bradshaw used conditional sampling analyses to study turbulent
stress statistics within the hot boundary layer fluid and the cold
freestream fluid. Of particular interest was that, for low free-
stream turbulence, R, correlation coefficients for the freestream
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fluid which penetrates well within the boundary layer are quite
large. However, for higher freestream turbulence levels, the R,,
correlation coefficients for freestream fluid decreased substan-
tially. Charnay et al. had a significant difference in the way that
fluctuating velocity components were defined. Charnay et al.
defined the fluctuating components relative to the hot or cold
zone average, while Hancock and Bradshaw defined the fluctu-
ating components relative to the total time average. With this
difference, Charnay et al. found that the freestream fluid had a
relatively low R, correlation coefficient with similar levels for
freestream turbulence levels ranging from Tu = 0.3 to 4.7 pet-
cent. Charnay et al. also showed a significant downward zonal
mean velocity for the freestream fluid relative to the boundary
layer fluid. The magnitude of this relative downward mean ve-
locity increased with increasing turbulence level. Comparing the
results of Charnay et al. with those of Hancock and Bradshaw
indicates that the high R,, correlation coefficients found by Han-
cock and Bradshaw was due to a general downward velocity
of the freestream fluid penetrating into the boundary layer. The
R,, correlation coefficient decreased with increasing turbulence
levels because the increased streamwise velocity fluctuations
within the freestream fluid were uncorrelated with the general
downward movement. These results were important because the
general downward movement of the penetrating freestream fluid
is identified as a key transport mechanism.

More recently, there have been studies using devices other
than grids to generate turbulence levels greater than 7 percent.
Ames and Moffat (1990) used a combustor-simulator to gener-
ate turbulence levels up to 19 percent, Thole and Bogard (1994)
used high-velocity cross jets to generate turbulence levels up
to 20 percent, while Maciejewski and Moffat (1989) used a
free jet directed over a flat plate to generate turbulence levels
up to 60 percent. Both the Ames and Moffat and the Thole and
Bogard studies investigated several different parameters, based
on freestream turbulence level and length scale, for correlating
skin friction and heat transfer.

To date, the interaction between high freestream turbulence
levels and turbulent boundary layers for these higher freestream
turbulence levels has not been fully investigated. An important
issue to be addressed for these types of flows is the validity of
the log-law. In addition, there is no data available on how the
velocity correlation coefficient (R,,), length scales, and power
spectra are affected inside the boundary layer as a result of the
highly turbulent freestream. These items are addressed in this
paper for freestream turbulence levels ranging between 10 per-
cent < Tu < 20 percent.

Experimental Facilities and Instrumentation

The facility used for the experiments in this paper included
a closed-loop, boundary layer wind tunnel in the Turbulence
and Turbine Cooling Research Laboratory at the University

Nomenclature

Air Flow

from
Secondary —=>
Blower Adjustable
iF!rmof
Contour

o \

Test Flate

Air Flow
from
Secondary. >

Blower

Fig. 1 Schematic of the wind tunnel test section and the turbulence
generator

of Texas at Austin, This section briefly describes the facility,
including the turbulence generator, as well as the instrumenta-
tion used for these studies.

Flow for the closed-loop wind tunnel was driven by a 5-hp
fan and adjusted using a frequency-modulated motor controller.
Flow conditioning upstream of the test section consisted of a
honeycomb section followed by four fine mesh screens. Follow-
ing these screens was a 9:1 area contraction which was then
followed by the test section. Figure 1 is a schematic of the test
section which was 244 cm in length, 61 cm in width, and 15.2
cm in height.

As indicated in Fig, 1, the initial 60 cm of the test section was
occupied by the turbulence generator. Details of the turbulence
generator are presented in Thole, Whan-Tong, and Bogard
(1994). The design of the turbulence generator consisted of a
row of small, high-velocity, normal jets injecting into the cross-
flow mainstream as shown by the inset in Fig. 1. The diameter
of the jet holes were 5.08 mm in diameter. The jet holes were
spaced three diameters apart and had a length-to-diameter ratio

D = jet hole diameter
E, = streamwise velocity power spec-
tral density
f = frequency
L% = dissipation length scale, L! =
_ [(u’2)3/2/Uw(du’2/dx)]
Rep = Reynolds number based on hole
diameter
Re, = turbulent Reynolds number,
At v
Rep = Reynolds number based on mo-
mentum thickness
R,, = correlation coefficient, wv/u’v’

Journal of Fluids Engineering

Tu = turbulence intensity (%), u'/U.
u' = RMS velocity in streamwise direc-
tion
u* = nondimensional velocity, u/u,
u, = friction velocity, ¥7,,/p
U = mean streamwise velocity
U.. = mainstream velocity in streamwise
direction
uv = turbulent shear stress
' = RMS velocity in normal direction
w’' = RMS velocity in the lateral direc-
tion
x = streamwise distance

y = vertical distance
y* = nondimensional vertical dis-
tance, y* u,/v
B = correlation parameter,
5 = boundary layer thickness, 99
percent point
k = von Kdrmén constant
A; = streamwise integral turbulent
* length scale
# = momentum thickness
T = total shear stress, (u(oU/dy) —
puv)
Tiogaw = Wall shear stress determined
from the log-law
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Fig. 2 Streamwise decay of turbulence for streamwise, vertical, and
combined fluctuating velocities

of 2.5. The jet holes were located 57.5 hole diameters upstream
of the leading edge of the test plate. To achieve the turbulence
levels of interest, the jet-to-mainstream velocity ratio was 17,
and the jet Reynolds number was Rep = 1700. Mass addition
from the normal jets into the mainstream was 20 percent, and
the mainstream velocity downstream of the generator was nomi-
nally 8 m/s. :

The mean and rms velocities as well as the uv correlation
measurements were made using a Thermal Systems Inc. (TSI)
two-component LDV system with frequency shifting. The opti-
cal axis of the two component LDV system was inclined slightly
to obtain measurements close to the wall. Consequently, v-com-
ponent measurements were actually inclined at an angle of 10°
from the true vertical which caused a bias error of 2 to 6 percent
of the v’ measurement due to contamination by w' fluctuations.
Measurements of simultaneous U and V components of velocity
were required to be coincident within a 10 us window. Incense
smoke, filtered to remove inherent tar particles, was used to
seed the flow with a particle diameter slightly smaller than 1
pm. The velocity data was corrected for velocity bias errors
using residence time weighting (Edwards, 1987). Care was also
taken to insure that the large frequency range of the Doppler
signal for a highly turbulent flow was measured over a range
of flat frequency response for the counter filters.

Integral time scales and power spectra were obtained from
hot-wire measurements of the streamwise velocity fluctuations.
Power spectra were obtained from a spectrum analyzer. The
integral time scales were calculated directly from correlations of
the digitized hot-wire measurements,-or from the power spectra
extrapolated to zero frequency (Hinze, 1975).

Uncertainty Estimates

Precision uncertainties for all measurements were determined
statistically using a series of repeatability tests. Mean and rms
velocity measurements were made using a sample time of about
60 s. This resulted in precision uncertainties for mean velocities
of 1.2 percent in the freestream and 2.3 percent in the near-
wall region, and for rms velocities of 1.2 percent in the free-
stream and 3 percent in the near-wall region. Bias errors for
the LDV measurements, including residual errors after velocity
bias corrections, uncertainty in fringe spacing, and frequency
variations in electronic filtering, resulted in less than 3 percent
bias uncertainty for the mean velocity. Uncertainty for the fric-
tion velocity, u,, was dominated by the uncertainty for the
mean velocity measurement which caused a similar 3 percent
uncertainty for u,. Repeatability tests indicated nominally 35
percent uncertainty for correlation coefficient, R,,, measure-
ments, and nominally 5 percent uncertainty for the integral
length scales. For the highly turbulent cases, accurate measure-
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ment of the boundary layer thickness 6 (based on interpolating
the point at which the mean velocity was 99 percent of the
freestream) was difficult because of the relatively flat velocity
profiles and larger uncertainties for the freestream velocity esti-
mate. The uncertainty of the § estimate was 2 percent for low
freestream turbulence and 10 percent for high freestream turbu-
lence.

Statistics of the Freestream Turbulence Field

Turbulence levels produced by the normal jets-in-crossflow
turbulence generator are shown in Fig. 2 as a function of stream-
wise distance measured from the jet holes. The test plate starts
29 cm downstream from the jet injection (x/D = 57.5) with a
sharp leading edge. At 8 cm downstream from the start of the
leading edge, a 2.4 mm rod was placed to insure a turbulent
boundary existed for the low and high freestream turbulence
cases. The region of interest for these tests was from 66 cm to
152 cm downstream of the jet injection (x/D = 130 to 300). At
the x/D = 130 location, the mean velocity field was relatively
uniform. The turbulence level was Tu = 20 percent at x/D =
130 and decayed to a level of Tu = 9 percent at x/D = 300.
Figure 2 shows both the streamwise and vertical rms velocity
components and, as indicated, the turbulent field is slightly non-
isotropic. The decay rate for the freestream turbulence compares
well with the theoretical decay rate for homogeneous, isotropic
turbulence (Hinze, 1975).

The streamwise turbulent integral length scales (A;), the dis-
sipation length scales (L, defined by Townsend, 1956), and
the power spectra for the streamwise velocity fluctuations (E,)
were also documented for this highly turbulent freestream. The
integral length scales were deduced from the measured integral
time scales and mean velocities invoking Taylor’s hypothesis.

Figure 3 shows the streamwise growth of the integral and
dissipation scales normalized by the jet hole diameter for the
highly turbulent flow field. Both Blair (1983a) and Simonich
and Bradshaw (1978) indicated that there was a fixed value for
the ratio of dissipation to integral length scales. In these two
grid-generated turbulence studies, Blair (1983 ) reported a ratio
of L¢/A; = 1.5, whereas Simonich and Bradshaw (1978) re-
ported a ratio of Lf/A; = 1.1. However, Comte-Bellot and
Corrsin (1971) show results for grid-generated turbulence indi-
cating a range for this ratio of 1.3 < L¥/A; < 1.7. Also, in the
turbulent flowfield generated by a combustor simulator, Ames
and Moffat (1990) reported a range of length scale ratios of
1.6 < L¢/A; < 2.6. In the study described here, the dissipation
length scales and the integral length scales were similar, as
shown in Fig. 3, with a length scale ratio of 1.1 < L{/A; <
1.4 over the region of interest.
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Fig. 3 Streamwise integral and dissipation turbulent length scales for
the high turbulent flowfield
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Of particular importance, in terms of the effect of the free-
stream turbulence on the boundary layer, was that the ratio of
integral length scale to the boundary layer thickness. The inte-
gral scale of the freestream turbulence relative to the boundary
layer thickness was approximately A/6 = 2 for most of the
data analyzed. This ratio of the integral scale to boundary layer
thickness was significantly larger than the integral scale of tur-
bulence self-generated in the boundary layer for negligible free-
stream turbulence (discussed later in this paper). For negligible
freestream turbulence, the wall generated turbulence length
scale to boundary layer thickness was found to be A/6 = 0.4
through most of the boundary layer.

All high freestream turbulence positions had a nominal Reyn-
olds number of Re, = 600, and these data were compared to
data from a low freestream turbulence boundary layer which
also had Re, = 600. For the low freestream turbulence boundary
layer, the boundary layer and momentum thicknesses were § =
18 mm and § = 1.8 mm, respectively. For the high freestream
turbulence conditions, the boundary layer had a constant thick-
ness of nominally § = 20 mm, and a constant momentum thick-
ness of nominally § = 1.2 mm along a streamwise distance of
65 cm. With the constant momentum thickness, a momentum
integral analysis indicates that a significant pressure gradient
exists in the flow. Although the freestream velocity was kept
nominally constant, Ames and Moffat (1990) showed that for
decaying freestream turbulence levels, similar to that in this
study, there was a significant decay in the total pressure of the
flow. In fact they found that ‘‘acknowledging a total pressure
loss along the channel is important in producing a reasonable
momentum balance.”’ In a different facility, Sahm and Moffat
(1992) found that in a region of decaying high freestream turbu-
lence levels, the boundary layer thickness and momentum thick-
ness actually decreased with streamwise distance.

Figure 4 shows the measured power spectral density in the
freestream for turbulence levels of Tu = 20 percent and 13
percent as compared with the classic von Karmén spectrum.
These two positions have the maximum and minimum turbu-
lence Reynolds numbers in the flowfield, Re, = 271 and Re,
= 159, respectively. The spectra are in good agreement with
the von Kérman spectrum and are at a sufficiently high turbulent
Reynolds number to have a large inertial subrange.

Effects of Freestream Turbulence on Boundary Layer
Mean and RMS Velocities

The wall shear stress for turbulent boundary layer flows is
commonly determined by fitting to the mean velocity profile
measured near the wall (known as a Clauser fit). The velocity
profile is assumed to follow the following log-law profile:

Journal of Fluids Engineering

U“':i—]ny++C (2)

where k is the von Kdrmdn constant, k = 0.41, and C is a
constant taken to be 5.0. This technique is well established for
low freestream turbulence boundary layer flows, and has been
assumed to be valid in previous studies with high freestream
turbulence. For this study, we were particularly concerned about
the applicability of the log-law since freestream turbulence lev-
els were significantly higher than most previous studies. To
evaluate the accuracy of the log-law fit for determining wall
shear stress, comparisons were made with measurements of the
total stress (Tew), 1.6 viscous plus turbulent shear stress
(u(aU/dy) — puv), near the wall. The total shear stress data
were normalized using wall shear stress determined from a
Clauser fit to the log-1aw, Ty,e1. The Clauser fit was done in
the log-law region of the mean velocity profile between y* =
30 and y/é = 0.2. Results from these measurements, as shown
in Fig. 5, indicate a normalized total stress of nominally 7o/
Tgaw = 1 near the wall for all freestream turbulence levels,
confirming the accuracy of the log-law fit in determining the
wall shear stress. Note that a streamwise pressure gradient is
expected for this flow due to the decaying freestream turbulence,
but this was estimated to have less than a 5 percent effect on
the total stress in the near wall region (y* < 50).

Mean velocity profiles measured in the present study and in
previous studies by Johnson and Johnston (1989) and Ames
and Moffat (1990) are presented in terms of inner variable
scaling in Figure 6a. A distinct log-linear region following the
log-law profile is evident for all freestream turbulence levels.
This may be explained physically if one assumes that the mean
velocity gradient near the wall (in the constant stress region)
is proportional to a velocity scale of (~u#v)"* and the distance
from the wall y, i.e., dU/dy ~ (—uw)"?/y (see Gad-el-Hak
and Bandyopadhyay, 1994). Integration of this equation results
in the well-recognized log-law mean velocity profile. From this
viewpoint it is important to recognize that the normalized turbu-
lent shear stress, —uv/u?, is essentially unaffected by the high
free-stream turbulence levels in the near wall region as is evi-
dent from Fig. 5 where Tw/Tigmnw IS essentially equal to
—uv/u? (because the viscous stress is negligible ). The turbulent
shear stress profiles are relatively unaffected by the high free-
stream turbulence levels in the near wall region because the
level of the shear stress in the constant stress layer must be
balanced with the wall shear stress, i.e., —uv = uZ, regardless
of the freestream conditions. Consequently, the mean velocity
profile remains unaffected in the log-law region even though
the rms turbulence levels significantly increase.
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Fig. 5 Total shear stress distribution normalized by the friction velocity
obtained from the Clauser fit
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Fig. 8(b) Effect of freestream turbulence on the mean velocity in terms
of inner variables

Also evident in Fig. 6(a) is a significant alteration of the
outer part of the boundary layer due to high freestream turbu-
lence. As the turbulence levels were increased, the mean veloc-
ity profiles fell below the log-law resulting in negative wake
values. Another perspective of the effect of high freestream
turbulence on the outer part of the mean velocity profile is
evident from the defect velocity profiles presented in Figure
6(b) with outer scaling for y, i.e., y/é. Clearly there is distinct
difference between the low and high freestream turbulence
cases, with much lower defect velocities in the outer region for
the high freestream turbulence cases. Note there was a collapse
of the defect velocity profiles for freestream turbulence levels
above Tu = 12.5 percent which indicates a constant wake
strength.

Figure 7 shows the wake parameter, I1, as a function of the
Hancock and Bradshaw’s S-parameter. The data included in
Fig. 7 are results from grid-generated studies such as Johnson
and Johnston (1989), Riid (1985), and Hoffmann and Moham-
madi (1991). Also included are higher freestream turbulence
measurements of Ames and Moffat (1990) and the present
measurements. The wake parameter, I, was determined using
the following relation,

U ou, 2I1

1
—Z=—InZ+C+ ==
U, K v K

(3)
Hoffmann and Mohammadi (1991) showed a systematic de-
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crease in wake strength with increases in 8 to 8 = 2, resulting
in a negative wake component for approximately 5 > 1. Al-
though there is scatter in the data, at values greater than S =
3 the data appear to be asymptotically approaching a constant
wake strength of IT = —0.5.

Figures 8(a)—8(d) show the u’ and v’ velocity profiles
plotted in terms of inner variables and outer variables. The rms
velocity profiles for the highly turbulent flows are compared
with those of a low turbulence (Tu = 1 percent) boundary layer
for two different Reynolds numbers. In Figs. 8(a) and 8(b),
the data is supplemented with that of Johnson and Johnston
(1989) for the turbulence levels of Tu = 7.5 percent (Rey =
1230) and Tu < 1 percent (Re; = 1450).

Figure 8(a) shows that for turbulence levels less than Tu =
12.5 percent, the u’ velocities scale quite well with . in the
near-wall region (y* < 40). However, for higher turbulence
levels, Tu > 15 percent, the peak values of u'/u, increase
(u'/u, = 3.3). These profiles indicate the penetration of the
freestream turbulence into the boundary layer very close to the
wall. For Tu = 15 percent, u’/u, = 2.8 throughout most of the
boundary layer until very close to the wall where there is a slight
increase to u’'/u, = 3.2. However, for the highest freestream
turbulence case, Tu = 20 percent, the streamwise fluctuating
velocity is relatively constant across the entire boundary layer
with a value of u’/u. = 3.3. Ames and Moffat (1990) measured
a similar increase in u'/u, at high turbulence levels with peak
values of u'/u, = 2.8 for Tu < 10.5 percent in a Reynolds
number range of 875 < Rey < 1179, and an increase to u'/u,
= 3.4 for a Tu = 19 percent at a Rey = 345.

In Fig. 8(b) the v’ profiles are shown to be substantially
different from the u' profiles shown in Fig. 8(a). First, scaling
of v’ with u, very near the wall is relatively good for all the
turbulence levels. The second noticeable difference is a system-
atic decrease in v’ as the wall is approached. This difference is
more clearly seen in comparing Figs. 8(c¢) and 8(d) where the
u' and v’ velocity profiles are plotted in terms of outer variables.
It is evident that the v’ levels are continually decreasing when
approaching the wall, whereas the i’ profiles are relatively flat
(except very near the wall).

The attenuation of v’ levels throughout the boundary layer
is due to the wall limitation, which is not a restriction for the
u' velocity fluctuations. Wall effects on freestream velocity
fluctuations were studied analytically by Hunt and Graham
(1978) and experimentally by Thomas and Hancock (1978).
These studies showed that a wall, which is moving with the flow
so that there is no boundary layer, will significantly attenuate the
normal velocity fluctuations. Figure 8(e) shows the decrease in
v’ velocity fluctuations relative to the freestream level as a
function of distance from the wall normalized with the integral
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Fig. 7 Wake strengths as a function of the Hancock and Bradshaw’s
B-parameter
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Fig.8(a) Streamwise rms velocity profiles for different turbulence levels
plotted using inner variables
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plotted using inner variables
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Fig.8{c) Streamwise rms velocity profiles for different turbulence levels
in terms of outer variable scaling

length scale of the freestream turbulence. Also shown is the
trend predicted by Hunt and Graham. The attenuation of the v’
velocity fluctuations was found to be similar to the prediction
of Hunt and Graham (also to the measurements of Thomas and
Hancock, not shown) suggesting that this attenuation is due to
the wall proximity and not caused by the boundary layer flow.

Effects of Freestream Turbulence on Boundary Layer

Power Spectra and Length Scales. The integral length
scales as well as the power spectra were measured at several
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Fig. 8(d) Vertical rms velocity profiles for different turbulence levels
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Fig. 8(e) Attenuation of the vertical velocity fluctuations as a function
of vertical distance normalized by the dissipation length scale (Hunt and
Graham, 1978)

positions throughout the boundary layer. In each case, the length
scales and power spectra for boundary layers with high free-
stream turbulence levels, Tu = 20 percent and 12.5 percent,
were contrasted with those for boundary layers with low
freestream turbulence, Tu = 1 percent.

As shown in Fig. 9(a), the integral scales for velocity fluctu-
ations were much larger for the high turbulence cases through-
out the entire boundary layer than for the low freestream turbu-
lence case. Although there was a sharp decrease in the length
scales when approaching the wall for the higher turbulence
cases, this decrease did not start until well within the boundary
layer (y/6 < 0.3).

In Fig. 9(&), which shows the variation of the integral length
scales relative to y*, it is clear that even very near the wall (y*
= 15), the velocity integral length scales for the boundary
layers with high freestream turbulence were several times larger
than that for a boundary layer with low freestream turbulence.
Note that normalizing the integral length scales with the inner
length scale, v/u,, or with the distance from the wall, y, still
resulted in the length scales for the high freestream turbulence
cases being several times larger than for the low freestream
turbulence case.

Power spectra for the streamwise velocity component were
measured to obtain more detail on the effect of freestream turbu-
lence on turbulence structure near the wall. The spectra, shown
in Fig. 10, were measured at the same non-dimensionalized
vertical distance from the wall (y* = 15), for three different
turbulence levels (Tu = | percent, 12.5 percent, and 20 percent)
and are compared to the classical von Kdrmdn’s equation for
isotropic turbulence. These spectra are normalized using the
integral length scale, Ay, local mean velocity, U, and the rms
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velocity, u’. At low wavenumbers (27f/U), the different spec-
tra collapse and agree well with the von Kdrmén spectrum. The
influence of the high freestream turbulence is evident in the
larger inertial subrange as compared with the Tu = 1 percent
case. However, for the Tu = 12.5 and 20 percent cases, the
power spectral density is slightly above the von Kdrmén equa-
tion in the intermediate wavenumber range. The significance of
this will be shown in the following discussion.’
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Fig. 10 Comparison of normalized energy density spectra in the bound-
ary layer at a y* = 15 influenced by freestream turbulence
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Fig. 11(b) Energy spectra as a function of wavenumber normalized by
boundary layer thickness measured throughout the boundary layer in-
fluenced by a turbulence level of 20 percent

The wavenumber at which the peak power occurs can more
easily be seen by plotting the normalized power (f*E,/u’?)
rather than power density. The influence of the freestream turbu-
lence on the turbulence within the boundary layer was evaluated
by comparing freestream power spectra with the power spectra
at different positions in the boundary layer, and by comparing
with the spectra near the wall for a boundary layer with low
freestream turbulence. Figure 11 (a) shows spectra at three dif-
ferent vertical distances, y* = 15, y/§ = 0.8 (y* = 440), and
the freestream for the Tu = 20 percent case. Also, for compari-
son, the spectrum at y* = 15 for the Tu = 1 percent case is
presented. In Fig. 11(a), the wavenumber has been normalized
with the local integral scale. From this figure it is clear that
there was a much broader frequency range for the highly turbu-
lent case than for the Tu = 1 percent case. Moreover, throughout
the entire Tu = 20 percent boundary layer, the power spectra
were similar to the freestream power spectrum. This suggests
that the freestream turbulence penetrated to y* = 15, essentially
unaffected by the boundary layer turbulence. However, Fig.
11(a) shows a slight increase in the Tu = 20 percent power
spectrum at wavenumber of about 27f A;/U = 10. The signifi-
cance of this is illustrated by normalizing the wavenumber with
the boundary layer thickness 6, shown in Fig. 11(b), rather
than the integral length scale, A;. The rational for this is that
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Fig. 12(b) Energy spectra as a function of wavenumber normalized by
boundary layer thickness measured throughout the boundary layer in-
fluenced by a turbulence level of 12.5 percent

the boundary layer generated turbulence will scale with 6,
whereas Ay is representative of the large scale freestream turbu-
lence because the freestream turbulence dominates the power
spectrum. Figure 11 (&) shows that when normalizing the wave-
number with 6, the spectraat y* = 15 at low and high freestream
turbulence levels correspond well for 27 6/U = 2. Conse-
quently, the slight increase in turbulence energy at the higher
wavenumbers may be recognized as boundary layer generated
turbulence. However, the contribution of the boundary layer
generated turbulence energy to the total turbulence energy is
still quite small.

A similar analysis was done for turbulence spectra measured
in the boundary layer at the position where the freestream turbu-
lence level was Tu = 12.5 percent. Figures 12(a) and 12(b)
show the normalized power spectra case at four different vertical
distances, y* = 15, y/§ = 033 (y* = 200), y/6 = 0.8 (y* =
480), and the freestream. Also for comparison, the Tu = 1
percent case at a y* = 15 is presented. There was a similar
large broadening of the spectra due to the high freestream turbu-
lence, and at the y/6 = 0.33 and 0.8 locations the power spectra
were again essentially the same as the freestream spectrum.
However, atay™ = 15, the power spectrum was double-peaked.
Figure 12(b) shows that the deviation of the spectrum at higher
wavenumbers for the high freestream turbulence case at y* =
15 corresponded to the Tu = 1 percent case when the wavenum-
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ber is normalized with 6. Clearly, at y* = 15 the turbulence
energy at higher wavenumbers is boundary layer generated and
is a significant part of the total turbulence energy. However,
the low wavenumber freestream turbulence is still a major com-
ponent of the total turbulence energy.

These results show that at very high freestream turbulence
levels, the freestream turbulence significantly affects the turbu-
lence structure very near the wall. Large-scale motions are pres-
ent throughout the boundary layer as a result of high freestream
turbulence levels. Note that the influence of freestream turbu-
lence in increasing the integral length scales and broadening
the power spectra was particularly evident in this study because
the length scales of the freestream turbulence were significantly
larger than the boundary layer generated turbulence. In contrast,
Johnson and Johnston (1989) found that freestream turbulence
levels as high as Tu = 7.5 percent had no effect on the stream-
wise velocity spectrum at y* = 15. Although the lower turbu-
lence level might have been a factor, the relatively small free-
stream turbulence length scale in their study (essentially equal
to the integral scale expected for their boundary layer) probably
resulted in spectral characteristics of the freestream turbulence
which would be difficult to distinguish from the boundary layer
spectra.

Effects of Freestream Turbulence on Boundary Layer
Correlation Coefficients

Figure 13 shows the velocity correlation coefficients mea-
sured throughout the boundary layer for the highly turbulent
flow as compared with the Tu = 1 percent case. For negligible
freestream turbulence (Tu = 1 percent), the correlation coeffi-
cient measured in the near-wall region is the well-established
R, = —0.45. The effect of increasing the freestream turbulence
on R,, was quite evident in Fig. 13 which shows a lower magni-
tude of the correlation coefficient in the outer part of the bound-
ary layer for a Tu = 12.5 percent. However, the correlation
coefficient does rise to a magnitude of R,, = —0.4 near the wall
which is close to the low freestream turbulence value. However,
for the freestream turbulence level of Tu = 20 percent, the
magnitude of the correlation coefficient is significantly reduced
all the way to the wall. ‘ .

Also shown on Fig. 13 are curves representing the results of
Hancock and Bradshaw (1983). In their study, Hancock and
Bradshaw concluded that the trends of R,, scaled with the 8
parameter. Note that our data increase the range of 8 to § =
3.7, and that there is a consistent trend of decreasing R,, magni-
tude with increase in 3. The effect of the penetration of uncorre-
lated, large-scale, freestream turbulence is to reduce the velocity
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Fig. 13 Effect of freestream turbulence on velocity correlation coeffi-
cients
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correlation coefficient. These uncorrelated, large-scale free-
stream eddies have only a small contribution to uv.

Conclusions

Using a unique freestream turbulence generator, the effect
of high freestream turbulence on a two-dimensional, flat plate
boundary layer has been studied with high freestream turbulence
levels, 10 percent < Tu < 20 percent, significantly higher than
most previous investigations. The freestream turbulence was
homogeneous and approximately isotropic, and had integral
length scales five to eight times larger than that in a boundary
layer unaffected by freestream turbulence.

The mean velocity profile was found to retain the log-law
profile near the wall for all freestream turbulence levels tested,
but the outer region of the profile was significantly altered.
Direct measurements of total shear stress (turbulent shear stress
and viscous shear stress) verified the validity of the log-law at
high freestream turbulence levels. High freestream turbulence
caused the outer part of the boundary layer to become much
flatter, i.e. the defect velocities in the wake region were substan-
tially reduced, and the wake parameter asymptotically ap-
proached a constant value of IT = —0.5 for large values of the
freestream turbulence parameter 3.

For low freestream turbulence, the maximum streamwise rms
velocity in a boundary layer is u'/u, = 2.8. If the freestream
uk level was larger than this, the u’ level remained essentially
constant at u’ = uJ, through the boundary layer to within y* =
15 of the wall. If the freestream 1/ level was less than wul/u.
= 2.8, then near the wall the u' levels matched the u’ levels
for a low freestream turbulence boundary layer. For the remain-
der of the boundary layer the u' levels were approximately
constant with #” = ul,. In contrast to the u’ velocity fluctuations,
the v’ velocity fluctuations were found to decay significantly as
the wall was approached. This decay of v’, and the lack of
decay for u’, were found to correspond closely to predictions
of the decay of isotropic turbulence due to wall effects.

Because of the much larger integral length scale of the free-
stream turbulence compared to the wall generated turbulence,
the penetration of freestream turbulence far into the boundary
layer was clearly evident from measurements of the integral
length scales and the velocity power spectra. For Tu = 20
percent, the velocity power spectrum at y* = 15 was almost
exactly the same as the freestream velocity power spectrum
indicating that the freestream turbulence was dominating and
essentially unaltered even this close to the wall. For Tu = 12.5
percent, the freestream turbulence still dominated the velocity
power spectrum at y* = 15, but there was a distinct contribution
from wall generated turbulence at higher wavenumbers. In all
high freestream turbulence cases, the velocity power spectra
were much broader than for the low freestream turbulence
boundary layer because of the much larger length scales for the
freestream turbulence.

Another effect of the dominance of freestream turbulence
within the boundary layer was the reduction of R,, correlation
coefficient throughout the boundary layer. The reduced values
.of R,, were because of the uncorrelated nature of the freestream
turbulence.

As a final note, we point out that these results should not be
interpreted in terms of the freestream turbulence levels alone,

284 / Vol. 118, JUNE 1996

but rather the combination of the freestream turbulence levels
and the large turbulence length scale. The decay of normal
velocity fluctuation near the wall, and characteristics of the
velocity power spectra were clearly dependent on the length
scale of the turbulence. Furthermore, the strong penetration of
the turbulence into the boundary layer, and the dominance of*
the freestream turbulence within the boundary layer may well
not have occurred if the length scale of the freestream turbulence
had been of the same order or smaller than the length scale of
the wall generated turbulence.
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Runner for Francis Hydraulic
Turbines Using Pseudo-
Compressibility

A three-dimensional Navier-Stokes code with pseudo-compressibility, an implicit for-
mulation of finite difference, and a k — ¢ two-equation turbulence model has been

developed for the Francis hydraulic runner. The viscous flow in the rotating field
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can be simulated well in the design flow operating condition as well as in the off-
design conditions in which a strong vortex occurs due to the separation near the
leading edge. Because the code employs an implicit algorithm and a wall function
near the wall, it does not require a large CPU time. It can therefore be used on a

small computer such as the desk-top workstation, and is available for use as a design
tool. The same kind of algorithm that is used for compressible flows has been found
to be appropriate for the simulation of complex incompressible flows in the field of

turbomachinery.

1 Introduction

Because the algorithms for incompressible and compressible
flows are fundamentally different from each other due to the
characteristics of the governing equations, the authors were re-
quired to develop separately programs for similar flows in water
and air turbines. The idea of pseudo-compressibility has already
been introduced for fundamental flows (Chorin, 1967) and has
the possibility to be applied to complex compressible and in-
compressible flows in turbomachinery using a single algorithm
for compressible flows. One of the authors previously developed
a calculation code for three-dimensional turbulent flows in ad-
vanced turboprops (ATP) for jet engines using a compressible
flow scheme for the rotating blade. This code enables the suc-
cessful prediction of the performance and the detailed flows
including the location of shock (Matsuo et al., 1989). The
subject of this paper is the Francis runner of hydraulic turbines,
and the complex incompressible flows are analyzed in the same
manner as compressible one in the rotating frame of the ATP
through combination with pseudo-compressibility formulation.

For the numerical algorithm, the implicit finite difference and
approximate factorization method are utilized in order to obtain
a comparatively large time step for the time marching (Beam
and Warming, 1976). The k£ — ¢ turbulence model, which re-
quires two transport equations to derive the turbulent viscosity,
is incorporated to simulate a high Reynolds number flow, and
a wall function is used to decrease the number of grid points.
This algorithm, which introduces the implicit algorithm as well
as the wall function, enables us to utilize not only a large super-
computer, but also to use a standard desk-top computer such as a
workstation to carry out the hydraulic design of turbomachinery.

The computational model of the Francis runner was provided
by the organizer of the GAMM Workshop in Lausanne, 1989
(Sottas and Rhyming, 1993), which was attended by over 40
scientists and engineers. At this workshop, 11 groups presented
simulations of the 3-D flow in a Francis runner. Avellan et al.
(1993) described the details of their experiments for researchers
of numerical simulations, and the organizers by themselves re-
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December 19, 1994; revised manuscript received August 9, 1995. Associate Tech-
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ported their numerical researchers in which they employed an
explicit algorithm and paid particular attention to the difference
between the mesh types (Neury and Bottaro, 1990). The authors
contributed an Euler analysis for inviscid flows to the workshop,
and have continued with the development to produce the turbu-
lent flow code described in this paper. This code can accurately
predict the flow pattern for the best operating point as well as
for off-design points.

2 Basic Equations and the Numerical Algorithm

The unsteady, three-dimensional, incompressible flow with
constant density for a runner of the Francis turbine is governed
by the following equation written in the vector form associated
with rotating Cartesian coordinates.

%Q §£+6—F+?—§+H=Re*1(§—l—e 98 QZ) (1)
t ox dy 0z dx dy Iz
0 u v
| u uu + p _ vu
Q= v » B w ’ T lw+p |
w uw ww
w
_ wi
G= wo ,
ww + p
0 0 0 0
| -k - 2w I
H= 0%+ 20u | (R, S, T] = Ve Uy Y
0 Wy Wy, W,

The direction of rotation is clockwise about the positive z-
direction and 2 denotes the angular velocity. The notations p,
u, v and w are the pressure and relative velocity components
on the rotating frame respectively, and all variables are properly
normalized to produce the Reynolds number Re ™' as the coeffi-
cient of the viscous term. In order to introduce the pseudo-
compressibility proposed by Chorin (1967) and developed by
Rogers et al. (1989), the continuity equation is modified by
adding a time derivative of the pressure term which allows
the pressure wave to propagate at some limited speeds and
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to disappear when the converged steady solution is achieved.
General curvilinear coordinates (£, n, {) are introduced in order
to fully accommodate three-dimensional geometry. After using
the chain rule to transform the physical coordinates into curvi-
linear coordinates, we obtain the following form of the basic
equations.

Q+8—E+6—F+§—C—;+H=Re“l<%+§§+a—T (2)
ar o6 on o ot ang ot
where,
p* BU
5 _ 1| o _ g1 | uU + & p*
Q=1J v | E=J U + Ep* |
w wU + £ p*
BV BW
Fo g uV + np* 5 _ g uW + C.p*
B vV + np* vW+ Lp* |
wV + n.p* wW + Cp*
0 .
¥ -1 =20
H=1J 2Qu |
0

N (g'xgx + fyfy + 5152)”5 (nxgx + 77y£y + nzgz)un
(Eme + &y + EmIve (M + 01y + 1M,

(ExCx + é.yCy + gzt.vz)w& (nxg + 77y§y + nzCz)Wn
pr=p -1+ y?) + gz

The notations U, V, and W are contravariant velocities, and
J is the Jacobian of the transformation connecting the cartesian
variables with the curvilinear variables. The parameter of
pseudo-compressibility that controls the speed of the pressure
wave is denoted as g in the continuity equation. A parameter
survey of 8 carried out in an isolated aerofoil confirms the fact
that there is no discrepancy in the numerical results when using
a value between 0.5 and 5 as the parameter. 8 has been fixed
as 1 for all of the runner simulations in this paper.

The numerical algorithm to advance Eq. (2) in time is an
implicit, approximately factored, finite-difference scheme that
was originally developed by Beam and Warming (1976). The
basic equations are discretized into the conventional delta form
with the use of Euler backward time differencing. The upwind-
based high accuracy TVD scheme by Chakravarthy and Osher
(1985) is used for the spatial differencing of the explicit terms
in the delta form. TVD has been fundamentally developed to
clearly capture shock waves with discontinuity in compressible
flows, and plays the role of depressing the instability induced
accidentally with turbulence models in order to converge the
numerical iterations quickly.

The implicit terms rely on the diagonalized ADI method
whereby the computational efficiency is improved for the reason
that the steady state solution will be indifferent to implicit opera-
tors. The spatial difference utilizes an upwind flux-split tech-
nique. Each ADI operator is decomposed into the product of
the lower and upper bi-diagonal matrices by using diagonally
dominant factorization, and the operator is efficiently inverted
by the forward and backward sweeps (Obayashi and Fujii,
1985). The final formulations of this implicit algorithm for the
rotating blades can be referenced in papers by Matsuo et al.
(1989) or Arakawa et al. (1991).

For the turbulence model, the standard £ — ¢ model is em-
ployed to describe the viscous flow of a high Reynolds number
including the separation region. Turbulent viscosity is derived
with two transport equations of the turbulent energy k and dissi-
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pation rate e. The wall function is used in the near-wall region
in order to reduce the number of grid points, assuming that
the production and dissipation of the turbulent energy are in
equilibrium and that the other terms can be neglected in the so-
called logarithmic region near the wall. The authors (Arakawa
et al., 1991) have checked the reliability of the wall function
against a low Reynolds number model (Jones and Launder
1972) which analyzes the flow accurately near the wall, and it
was found that the difference of the pressure distribution be-
tween the two methods is very small. It was also found that the
CPU time of the low Reynolds number model is about 4 times
larger than that of the wall function in a two-dimensional single
aerofoil having a small incidence of angle, where the grid num-
bers for the wall function and the low Reynolds number model
are 157 X 31 and 157 X 41, respectively. Finally, the number
of grid points in the Francis runner has been decreased to about
30,000 in this paper from the 300,000 points in the ATP calcula-
tions using the low-Reynolds number model which requires a
finer grid near the wall.

3 Geometry and Boundary Conditions

The computational model of the Francis runner provided by
the organizer of the GAMM Workshop is shown in Fig. 1 with
grids pasted on all surfaces. It would be ideal to calculate the
flow in the whole system of the Francis hydraulic turbine con-
sisting of the spiral-casing, stay ring, guide vanes, runner and
draft tube. However, the domain of this analysis is limited to
the rotating part, that is, the water passage in the runner, and
the pressure and velocity distributions at the inlet of the runner
are required as the boundary conditions. These boundary condi-
tions have also been supplied by the organizer of the GAMM
Workshop and slightly modified by the authors in order to sat-
isfy the continuity equation (Arakawa et al., 1990). The pre-
sented runner is specified by the following principal model
performance test data. The power, head, mass flow rate, rotation
velocity, number of blades and reference radius are 19.6 kw,
5.96 m, 0.372 m?/s, 500 rpm, 13 and 0.2 m, respectively.

The flow is assumed to be periodic around the runner and to
be steady, so that the computational domain can contain only
a single channel between the two blades, as shown in Fig. 2.
The in- and out-flow boundaries are located at cross-sections
denoted with ‘‘runner entrance’’ and ‘‘draft tube entrance’’ in
Fig. 3, respectively. The crown surface is, for simplicity,
smoothly extended to the rotating axis. H-mesh topology is
adopted on the blade-to-blade plane in order to facilitate the
periodic boundary conditions. The mesh clustering near the sur-
faces is imposed to enhance the numerical accuracy of the speci-
fied boundary conditions such as wall functions. Finally, the
mesh for this turbulent flow calculation is 65 X 21 X 21. In
order to check the grid dependency of the solutions, the grid
positions near the wall were changed under the condition that
the first grid point is located in the logarithmic region, and
the difference of the numerical results between two grids was
negligible.

Fig. 1 Computational model of GAMM Francis runner
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For the boundary conditions, the pressure and all the velocity
components are given by the measured values, with some modi-
fications in the velocity field at the inflow boundary. As de-
scribed previously, some modifications to the inlet values of
the velocity were required to conserve the mass flow as given
at the runner inlet. This was achieved by multiplying a constant
value to the velocity component in the experiment. The axial
symmetry requires that the velocity components u and v should
be equal to zero and that the other values should be averaged
from the surrounding points. On the crown, band and blade
surfaces, impermeable conditions are specified as follows. The
tangency condition is enforced by specifying the contravariant
velocity W = 0 on the crown and band surfaces, and V = 0
on the blade surfaces. Other contravariant velocities and their
pressures are obtained by linear extrapolation from interior
points when required, The wall function is also applied on each
surface as described previously. At the outflow boundary, the
derivatives of all the velocity components in the streamwise
direction are assumed to be zero, and the velocities are corrected
in order to conserve the mass flow rate.

Strictly speaking, the inflow boundary conditions should be
derived as a solution of the guide vanes installed in front of the
runner. Another way would be to solve the whole field of guide
vanes and the runner as an unsteady three-dimensional flow.
However, the former method has a problem regarding the relia-
bility of averaging the solution of the guide vanes, and the latter
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method requires a very large computational time. In this paper
experimental data are employed for the boundary conditions
only at the inlet in order to simulate the complex flow in the
runner with a reasonable computational time to obtain informa-
tion concerning the reliability of the developed algorithm.
Note that the words ‘‘crown’” and ‘‘band,”” which are well-
established classical words in hydroturbine fields, correspond to
the hub and the shroud respectively for other turbo machinery.

4 Numerical Results in the Design Condition

The results of the Navier-Stokes calculations explained in the
previous section are described for the designed flow condition
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and compared with the experimental data provided by the
GAMM organizer.

Figure 4 shows the absolute velocity and pressure distribu-
tions at the runner inlet. The notations of C,, Cy, and C,, are,
respectively, the axial, tangential and meridian components
of velocity averaged between the rotating blades in the circum-
ferential direction, and C, is the pressure coefficient, all of
which are made non-dimensional using the spouting velocity
corresponding to the net head v2gH. The abscissa represents
the distance along the straight traverse line from the band side.
The figure for the inlet of the runner illustrates that the numeri-
cal data coincides with the experimental data well except for
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the tangential velocity. This difference is due to the corrections
that were necessary to satisfy the mass conservation explained
in the last section.

At the exit of the runner shown in Fig. 5, the velocity distribu-
tions of all three components are reasonably reproduced in the
numerical simulation. The uniformity of the axial velocity distri-
bution in the radial direction and the small value of the circum-
ferential velocity component describe a typical structure of flow
motion in the design condition, which appears to confirm the
reliability of the program code developed in this paper. How-
ever, there is a small difference in each component between the
numerical and experimental data, which may be due to the
disagreement of the continuity in the experiment. The pressure
distribution is predicted to be nearly constant from the band to
the crown, which seems reasonable when taking the small value
of the circumferential velocity into account, although there is
no experimental data to be used for confirmation.

Figure 6 shows the pressure distributions along the hydrofoil
section of the blade. Stations 2, 9, and 15 in the three diagrams
correspond to the sections near the crown, at the center and
near the band, respectively, so that the distance from the axis
of rotation will be larger as the number of the station becomes
greater. The predicted distributions of pressure depicted with
solid lines are similar to the standard distributions in a cascade
of turbines. In other words, the pressure decreases in the down-
stream direction, and a lower pressure appears on the suction
surface of the runner. The difference of pressure between the
two surfaces is larger at the outer section of Station 15 where
a strong suction peak appears, and some cavitations may occur.

The comparison between the numerical and experimental data
shows that there is a qualitative agreement in the pressure drop,
but a small discrepancy still remains. As shown in Fig. 6, the
experiments to measure the pressure on the rotating blades were
carried out twice by the GAMM organizers, but a perfect reap-
pearance could not be attained because of the difficulty in car-
rying out these experiments. We can at least confirm that the
pressure level on the runner and its variance in the downstream
and radial directions can be predicted using the proposed numer-
ical analysis.

Figure 7 illustrates the velocity vectors at the first grid point
near the surface of the blade as well as the pressure contours
on the surface. These vectors are obtained using the wall func-
tion in order to decrease the grid number near the wall. The
wall function assumes that the shear stress at the first grid point
is as large as the wall shear stress and that the velocity has
strong correlation with the wall shear stress. The assumption
leads to the fact that the direction of the velocity is the same
as that of the wall shear stress. Consequently both the shear
stress direction and the qualitative scale of the velocity compo-
nents near the wall are visible in Fig. 7.

It is found from this figure that the centrifugal forces that
push the fluid in the radial direction work more strongly down-
stream of the suction side than at the pressure side, because the
growth of the boundary layer on the runner in the downstream
direction is larger on the suction side. Another radial flow ap-
pears strongly near the region of the leading edge on the pres-
sure side, where the fluid that has a small velocity near the
stagnation area is influenced strongly by the centrifugal forces.
The form of the pressure contours shows that a strong peak of
low pressure occurs near the leading edge beside the band on
the suction side, and that pressure decreases uniformly in the
downstream direction on the pressure side.

These comparisons make it clear that this numerical method,
which has been developed for incompressible flows using the
pseudo-compressibility and the wall function, is available for
use with complex flows in the runner. The CPU time to obtain
a converged solution is about 12 hours using a small work
station whose maximum speed and memory size are 16
MFLOPS (Million Floating-point Operations Per Second) and
32 MB, respectively, although ATP simulations required about
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SUCTION SIDE

PRESSURE SIDE

Fig. 7 Velocity vectors at the first grid point (upper figures) and pres-
sure contours (lower figures) on the runner surface

6 hours using a supercomputer of 2000 MFLOPS even when
the efficient implicit algorithm was incorporated. This computer
code has great possibilities to be employed as a design tool for
turbomachinery due to the short CPU time.

5 Predictions of a Channel Vortex Filament in Off-
Design Conditions

More complex flow fields in off-design conditions have been
simulated using the proposed numerical code in order to under-
stand its applicability. The angle of attack for the hydrofoil
section of the runner in off-design flow conditions is so large
that a separation appears near the leading edge and leads to a
strong vortex in the radial or downstream directions. For exam-
ple, as the flow quantity is increased for a constant number of
rotations, the pressure drop through the runner becomes large
and the power derived from the flow increases. A similar phe-
nomenon appears when the number of rotations decrease in the
constant flow rate. In these off-design operating conditions, the
angle of attack becomes larger than in the design condition, and
a strong vortex induced by the separation develops when the
deviation from the design value is large.

The boundary conditions of the runner for the off-design
conditions at the inlet are assumed to be the same as those for
the design flow in the following simulations. This assumption
is available for the operation of variable rotational speed with
constant mass flow rate in Francis hydraulic turbines of medium
specific speed. Neumann conditions, which assume that the gra-
dient of the velocity and pressure in the downstream direction
is zero, are also used at the outflow boundary for the boundary
conditions.

Figure 8 shows the pressure distributions when changing the
rotational speed between 1.0 and 0.7N, (N, = designed rotation
number) in the constant quantity flow. A strong peak of low
pressure appears near the leading edge for all sections of the
aerofoil at 0.8 and 0.7N,, and the pressure recovers in the down-
stream region. Pressure contours at seven sections between the
pressure and suction surfaces of the runner are described in Fig.
9 at 0.8N,. The region of the strong peak of low pressure starts
from the leading edge near the crown and develops in the radial
and downstream directions.
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Velocity vectors at four sections between the crown and the
band of the runner are illustrated in Fig. 10 in order to visualize
the vortex development at the operating condition of 0.8N,. A
strong vortex is generated near the corner of the leading edge
and crown on the suction surface and grows toward the band.
This is thought to be the same as the vortex filament which can
be observed flowing out from the runner to the draft tube in
off-design operations with a large head. The operation with a
large head at a constant rotation number is equivalent to an
operation with a smaller rotation number such as 0.8N, under
the constant head simulated here.

Distance from leading edge to trailing edge

AR RN AR R FRRRANRRRRLLNRRRRRRNRNR"
N E
N E
~ ‘a -
L 04 P LSection? 3
g M 3
8 BN R =
2 N > =
%0-2 SN NN 3
S ALY ) Y =
S = ~ NS ‘X =
e ul \\x._ R Jn
a - IR p -
8 F e~ pu
&0.0_ -
C pu
2 DO [RSRASRNNRERERSRRARIRRRREARERARRREANERE
N,

nb‘\ . 04 0.6 08 10

&\\\¢ “\
06 [T L AU LR AR RS RRRRNRRRE LRRLERRLS"
p ”‘N\\.\‘l\ T 3
o SN N p
e AN =
= 8 u
Ll o W[ pu
oL - Section 9 | 3
=t AN 3
2 NS -
é S\ pu
. I pm
s \ - ‘Q\\ =
80.2 LI T v W s
ST EL UNIS Y E
=R o O Y. ]
5 = I S S A
7] - }] b S “. =
goo =\ 4 RN R
0 1 " AT p
RN Nl T 3
3\‘|I [ — =
TR -
-\\‘ :
02 ;H-I['l‘lll s lepps benalongedapa by deniitind
0 )\ 02 04 06 03 10

\'& ~

L e A AN AR RS NN SRR RN RAANS LARRE ARARERANE"
o \ N bo
2 3
C s, 3
- NN 3
o 3
Losf S Scation 15} =
—ad o \ AN =
g E R 3
3] - NN 3
'8 - RN -
] - p
s RN =
Loaf - -
o k \. -
: N -
\‘\ -
4 NG o
& oo —— === -_9%——_
o PEL AR L u
S 3
E.‘ “‘_—"// / 3
A it 4 o 3
mw_u# h:ﬁ'l'un [AERRENRNRENENISNERUARERURT NS
o y Joz2! 04 06 08 10

i !

'

Fig. 8 Pressure distributions on the runner when changing the number
of rotations (Solid line: 1.0N,, Alternate long and short dashed line: 0.9N,,
Short dotted line: 0.8N,, Long dotted line: 0.7N,)

JUNE 1996, Vol. 118 / 289

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



i

PRESSURE SIDE

SUCTION SIDE

Fig. 9 Pressure contours on seven sections between the pressure and suction surfaces of the runner at 0.8N,, (There are fifty
contours between the maximum pressure coefficient 0.9 and the minimum coefficient —0.5.)

Crown side

Band side

Fig. 10 Velocity vectors on four sections between the crown and band of the runner at 0.8N,

The color computer graphics in Fig. 11 show the pressure
distribution on all the surfaces of the runner except the band,
and on two cross sections parallel to the band and crown. The
red and blue colors represent high and low pressures, respec-
tively. Figure 12 illustrates the velocity vectors at four cross
sections in the runner depicted in three dimensional form. Com-
bining the informations in Figs. 9 and 10 with the color graphics

of Figs. 11 and 12, a vortex filament is observed to grow out
in the direction of the band from the crown, accompanied by a
region of low pressure. This vortex filament turns the band
downstream and the strength diminishes. The three-dimensional
form of the velocity vectors shown in Fig. 12 unfortunately

Fig. 11 Color indication of pressure for the whole runner region at 0.8N,
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Fig. 12 Solid indication of velocity vectors on four sections between
the crown and band of the runner at 0.8N,
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obscures the development of the vortex owing to the large com-
ponents in the direction of the vortex. In general, in experiments
this vortex filament flows out into the draft tube while keeping
its strength. However, in this simulation it disappears at the exit
of the runner according to other computer graphics not referred
to in this paper. This defect of the simulation is due to the
shortcomings of the k — ¢ turbulent model in predicting vortex
flows, which Hogg and Leschziner (1989), for example, discuss
for basic confined swirling flows.

The phenomena discussed above are known as channel vortex
filaments which are entrained in the main flows in the multiple
channels of a rotating runner due to the flow separation at the
leading edge of the blades. There is said to be a quite different
vortex rope at the draft tube centerline which appears in the
stationary closed conduit due to the swirl component of the main
flow. The latter vortex cannot be observed in these simulations.

The experimental data for off-design conditions were not
presented by the GAMM organizer, and therefore quantitative
comparisons cannot be carried out in this paper. However, it is
confirmed that the proposed algorithm has the ability to predict
the qualitative flow pattern.

6 Conclusions

A three-dimensional incompressible Navier-Stokes code with
pseudo-compressibility, implicit finite difference formulation
and k — e turbulence model has been developed and applied to
the flow around the Francis runner. The reliability of this pro-
gram can be confirmed in the design condition through compari-
son with experimental data. More complex flows for off-design
conditions can be predicted and a vortex filament is seen to
appear in the flow channel between the blades of the runner.
Through incorporation of pseudo-compressibility, the same al-
gorithm is available for use in predicting both compressible and
incompressible flows in complicated flows such as in turboma-
chinery. This method can be easily included in the design pro-
cess, because the efficient algorithm of the implicit time
marching and the wall-function of k — ¢ model makes it possible

Journal of Fluids Engineering

to simulate these flows with small computers like workstations
as well as with supercomputers.
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Development of a Two-
Dimensional Turbulent Wake
in a Curved Channel With a
Positive Streamwise Pressure
Gradient

The development of turbomachinery wake flows is greatly influenced by streamline
curvature and streamwise pressure gradient. This paper is part of a comprehensive
experimental and theoretical study on the development of the steady and periodic
unsteady turbulent wakes in curved channels at different streamwise pressure gradi-
ents. This paper reports on the experimental investigation of the two-dimensional
wake behind a stationary circular cylinder in a curved channel at positive streamwise
pressure gradient. Measurements of mean velocity and Reynolds stress components
are carried out using a X-hot-film probe. The measured quantities obtained in probe
coordinates are transformed to a curvilinear coordinate system along the wake center
line and are presented in similarity coordinates. The results show strong asymmetry
in velocity and Reynolds stress components. The Reynolds stress components have
higher values at the inner half of the wake than at the outer half of the wake. However,
the mean velocity defect profiles in similarity coordinates are almost symmetric and
Sfollow the same Gaussian function for the straight wake data. A comparison with the
wake development in a curved channel at zero streamwise pressure gradient suggests
the decay rate of velocity defect is slower and the growth of wake width is faster for
a positive streamwise pressure gradient.
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1 Introduction

In turbomachinery aerodynamics and heat transfer the peri-
odic unsteady wakes generated by the preceding row of blades
influence the boundary layer development and, consequently,
the heat transfer characteristics of the blades downstream of the
wake. Because of its significant impact on the turbomachinery
efficiency and performance, the wake development associated
with the inherent unsteadiness induced by mutual interaction
between stator and rotor has recently attracted the interest of
the scientific and engineering community resulting in many
publications in the turbomachinery performance area. As exten-
sively discussed by Schobeiri and Pardivala (1992), the major
part of the research work done in the above areas deals with
the effects of the periodic unsteady wakes on various turboma-
chinery performance aspects mentioned previously. The wake
development under turbomachinery flow conditions is subjected
to pressure gradient and curvature effects. The streamline curva-
ture significantly influences the properties of turbulent flows as
shown by Wattendorf (1935) in his study of turbulent flows
through curved channels and by Lumley and Margolis (1963)
in their study of a curved turbulent mixing layer. The curvature
and pressure gradient will significantly effect the mean veloci-
ties and turbulent properties of the wake.

Most of the research conducted on wakes deals with two-
dimensional straight wakes at zero streamwise pressure gradi-
ent. The literature on zero streamwise pressure gradient straight
wake includes those by Schlichting (1930), Reichardt (1950),
Townsend (1947, 1949a,b), Eifler (1975}, and Pfeil and Eifler
(1975a,b). Hill et al. (1963) and Gartshore (1967 ) investigated
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the effect of pressure gradients on the decay of two-dimensional
symmetrical wakes.

Turbomachinery wake flow is an important case of turbulent
flow with streamline curvature. Raj and Lakshminarayana
(1973) investigated the near and far wake characteristics of a
cascade of airfoils for three different incidence angles. The
measurements of mean velocity, turbulence intensity, and Reyn-
olds stress showed asymmetric distribution and the decay of
the wake defect was strongly dependent on the downstream
variation of wake edge velocity.

Koyama (1983) studied the effect of curvature on the mean
velocity and turbulent stress in the initial part of a cylinder
wake developing in a curved channel without a streamwise
pressure gradient. When the wake generating cylinder is normal
to the streamline curvature (spanwise), he observed asymmetry
about the wake centerline in the mean velocity and turbulent
intensity profiles owing to the destabilizing effects on the inner
side of the wake and the stabilizing effects on the outer side.
The effects of pressure gradient and curvature on wakes were
investigated by Savill (1983) and recently by Nakayama
(1987). Savill investigated a fully developed cylinder wake that
is abruptly turned 90 deg by means of a back plate so that the
wake is subjected to strong curvature and streamwise pressure
gradient. The data for mean velocity and turbulent stress re-
vealed the strong influence of curvature on the wake. The turbu-
lent stress fields are complex owing to the coexistence of the
stabilized and destabilized regions across the wake and strong
interaction between them. Nakayama (1987) carried out a sys-
tematic study of the effect of mild pressure gradient and mild
streamline curvature on a small-deficit wake. The wake was
subjected to mild curvature and mild pressure gradient by de-
flecting it by an airfoil-like thin plate placed at small angles in
the external flow. The qualitative separation between the effects
due to the curvature and pressure gradient is achieved by placing
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the thin plate at positive and negative angles to the freestream
direction. Despite the governing mild pressure gradient and cur-
vature, the measured data indicates a strong sensitivity of turbu-
lence quantities, especially the Reynolds shear stress, to the
curvature and pressure gradient.

The above investigations have significantly contributed to a
better understanding of the wake flow under different boundary
conditions. However, several fundamental questions, such as
the wake decay mechanism under these conditions, are still
unanswered. Further, the existing data on the direct influence
of curvature and pressure gradient on the development of wake
are limited. Therefore, the present study is part of a comprehen-
sive experimental and theoretical investigation of the steady and
periodic unsteady wake development through curved channels
under positive, zero, and negative longitudinal (streamwise)
pressure gradients. Schobeiri et al. (1994) theoretically and
experimentally investigated the development of a wake flow
downstream of a cylindrical rod within a curved channel at
zero longitudinal pressure gradient. Their theoretical framework
generally describes the wake flow through two-dimensional cur-
vilinear channels. It also describes the wake development
through a two-dimensional straight channel as a special case,
for which the curvature radius approaches infinity. Schobeiri et
al. (1994) presented a consistent set of comprehensive experi-
mental data and compared it with their developed theory. This
paper reports the wake development behind a stationary cylinder
in a curved channel at positive longitudinal pressure gradient.
Measurements of mean velocity and Reynolds stress compo-
nents are carried out using a X-hot-film probe. The measured
quantities obtained in probe coordinates are transformed to a
curvilinear coordinate system along the wake center line and
are presented in similarity coordinates.

2 Experimental Research Facility

Figure 1 shows the layout of the test section. A large centrifu-
gal fan supplies air to the test section. The air flows through a
diffuser, settling chamber, nozzle, wake generating section and
to the curved channel test section. The inlet of the test section
has a free-stream turbulence intensity of 1.25 percent. The paper
by Schobeiri and Pardivala (1992) gives detailed information
about the design description and performance tests. The wake
generator is designed to simulate the unsteady inlet flow and the
flow pattern downstream of a rotor row. For the investigations
reported in this paper, the wake generator was kept stationary,
with a single circular rod of diameter d = 1.98 mm fixed at the
mid-height of the channel and a distance 67 mm upstream of
the entrance to the curved test section in order to generate a
wake. The average velocity at the inlet of the test section was
about 20 m/s, corresponding to a Reynolds number, based on
the diameter of the wake generating rod, of 2600. The test

Nomenclature

wake generating /
cylinder, 1.98 dia.

Fig. 1 Layout of test section and representation of probe coordinate
and curvilinear coordinate systems. Dimensions are in mm.

section in Fig. 1 is downstream of the wake generator and
consists of a convex top wall, a concave bottom wall, and two
vertical plexiglass side walls. The convex wall has a radius of
curvature of 500 mm and the concave wall has a radius of
curvature of 920 mm. The concave bottom wall is designed to
slide horizontally within two T-slots in the bottom wall of the
wake generator. This allows the creation of adverse or favorable
longitudinal pressure gradients within the test section. In the
present investigation, the test section has an inlet area of 420
X 593 mm’ and an outlet area of 547 X 593 mm?, corresponding
to an inlet to outlet area ratio of 0.7. Considering the channel
wall boundary layer blockage effect, the above area ratio corre-
sponds to the velocity deceleration ratio of a conventional com-
pressor blade channel. The convex top wall of the test section
was designed to allow the mounting of the probe traversing
system, which provides accurate radial positioning of the probes
with a resolution of 2.5 pm. Angular (longitudinal ) positioning
of the probes is accomplished by rotating the convex wall as-
sembly about its center of curvature. The slider of the traversing
system allows simultaneous positioning of two probes at the
same longitudinal and radial location. The first probe is a hot-
wire or hot-film probe (X-film) while the second probe is a
total pressure probe (Kiel probe).

3 Instrumentation, Data Acquisition, Analysis

Digital data acquisition and analysis have been used for the
entire measurements. The test facility was instrumented for fully
automated data acquisition. A 386SX, 16 mHz personal com-
puter controls the data acquisition system. A 12-bit A/D (analog

b = wake width

C = resultant velocity
C, = pressure coefficient

d = diameter of wake generating cyl-

a = angle between resultant velocity
vector and x-axis
v = integral of the Gaussian curve y

= [ e Cdg =2

p = density of air
1 = angle between probe and curvilin-
ear coordinates
¢ = nondimensional velocity defect ¢,

f= lflrlg:;ency £ = nondimensional coordinate = &,/ = Ui/Un

_ b Subscripts

Hiz = shape factor of wake 6 = angular position of the probe loca- _ .
P, p: = static, total pressure m = maximum

U, V = velocity components in &,, £, di-
rection
U, = hypothetical potential velocity
distribution of streamwise com-
ponent of velocity
U}, = maximum velocity defect

coordinates

ordinates
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tion from the inlet
&, = streamwise direction of curvilinear

&, = lateral direction of curvilinear co-

o = location of maximum velocity
defect
x = x-direction
y = y-direction
Superscripts
— = time averaged value
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to digital conversion) board is installed in one of the expansion
slots of the computer. The board has 16 channels and a 1-mHz
throughput data transfer rate. The mean velocity and turbulent
stress components are obtained using a 3-channel, constant tem-
perature anemometer (TSI, IFA 100) system. Each channel of
the anemometer system has a signal conditioner with variable
low and high pass filters, dc-offset, and adjustable gain. Based
on numerous spectral measurements within the wake (Schobeiri
et al., 1994), the low pass filter of the signal conditioner is set
at 20 kHz. The hot-film probes are operated at 1.5 overheat
ratios and 250°C sensor operating temperature. A simple and
accurate method by John and Schobeiri (1993) is used to cali-
brate the X-probes. The uncertainties of the measurements for
the velocity components using the X-probe are estimated to be
about 1.2 percent for longitudinal velocity and 3 percent for the
normal velocity.

The pressure is measured by two high precision differential
pressure transducers (MKS 220 CD, Range: 0—10 mm Hg and
0—100 mm Hg) of capacitance type and having 0—10 V analog
outputs. A Prandtl probe (pitot-static probe), placed upstream
of the diffuser, is connected to one pressure transducer that
monitors a reference velocity at a fixed location. The second
pressure transducer measures the total pressure from a Kiel
probe (United Sensor) positioned at the same radial and longitu-
dinal location as the X-probe. A thermocouple placed just down-
stream of the test section constantly monitors the flow tempera-
ture. More details of the instrumentation and data acquisition
system are given by Schobeiri et al. (1994) and John (1993).

The equations and the methods employed for the data reduc-
tion and analysis are presented in the paper by Schobeiri et al.
(1994). The velocity components are measured in the probe
coordinates which coincide with the radial and tangential direc-
tions to the convex wall. The measurements are made in the
probe coordinates (x, ), shown in Fig. 1, giving the tangential
velocity component V, and radial ve10c1ty component V,. The
results are transferred into a curvilinear coordinate system (&,
— &), where £, is the direction along a streamline near the
center of wake and &, the direction normal to it. The maximum
inclination between these two orthogonal coordinate systems
was less than 7.5 deg for the data presented here. Therefore,
the distance taken radially from the wake center to a measuring
point was approximated as £, and for all the measuring points
at an angular position 6, the £; coordinate was assumed constant.
The errors due to this approximation will be even smaller con-
sidering the fact that for most longitudinal locations the inclina-
tion between the two coordinate systems was less than 4 deg.

The time averaged velocity and turbulent stresses in the (x,
y)-coordinate system are transformed into the curvilinear coor-
dinate system (&; — &»).

U=V,cosd+ V,sind
V=Vcosd—V,sind

(1)
(2)

where ¥ is the angle between the &, and x-direction, U and V
are the velocities in the £, and &, directions, respectively. To
find the angle 9 (see Fig. 1), required for the above transforma-
tion, the location of maximum velocity defect was determined at
every longitudinal locations. The location of maximum velocity
defect is called the wake center. The trajectory of the path of
the wake center was determined by curve fitting the locations
of maximum wake defect by least-squares fit. The angle ¥ was
determined at each measuring station along the wake centerline.
It exhibited certain sensitivity with respect to the type of curve
fit used for the path of the wake centerline. For most of the
longitudinal locations the angle 9 closely agreed with the angle
of velocity vector @ (@ = tan™' (V,/V,)) at the location of
maximum wake velocity defect. At the longitudinal locations
where ¥ was different from «, the difference was less than 1
deg. In these locations getting close agreement between « and
19 was still possible, if the degree of the polynomial of curve
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0 &

Fig. 2 Representation of longitudinal component of velocity, velocity
defect, and potential velocity distribution

fit for the path of wake center was different from the one used
for other locations. Considering the uncertainty in locating the
wake center and calculating the velocity components using the
X-film probe, it can be assumed that the flow angle « at the
wake center is equal to 9. In other words, the velocity vector
is tangent to the wake centerline at the location of maximum
velocity defect. Therefore, the wake centerline is a streamline
with &, = 0 in the curvilinear coordinate system. The mean
Reynolds stress components in (&§; — §;)-coordinates are ob-
tained by taking the product of the fluctuating velocities and
time averagmg, and are glven by:

u? —v cos? 19+vy sin> ¥ + v, sin 20 3)
v? = vx sin? ¥ + v2 cos® ¥ — v, sin 29 4)
_ —  —.sin2d __
w0 = (2 — v2) 2220 4 53 cos 20 5)

A schematic representation of the longitudinal component of
velocity, mean velocny defect, and hypothetical potential veloc-
ity U, are shown in Fig. 2. The mean velocity defect U, and
its maximum value at the wake center U, are calculated as
follows. A hypothetical potential velocity distribution is deter-
mined in the wake by fitting the mean velocity U data outside
the wake on both halves by a suitable curve. Nakayama (1987)
used a straight line fit to obtain the hypothetical potential veloc-
ity distribution. For the present case, a straight line fit through
the mean velocity data outside the wake was inaccurate for
determining the potential velocity in the wake for all longitudi-
nal locations. Overall, a least-squares fit by a third order polyno-
mial was found accurate for representing the potential velocity
distribution. The value of T, is obtained from the definition (T,
= [, — U). The procedure for determining the velocity defect
distribution are described in detail by Schobeiri et al. (1994).

The maximum velocity defect U,,, is used as the velocity
scale to nondimensionalize mean velocity defect, normal veloc-
ity V, and Reynolds shear stress. Many researchers have used
(U(dl(x — x0))"*%) as the velocity scale for plane turbulent
wakes at zero streamwise pressure gradient since the decay of
maximum velocity defect is proportional to it in plane turbulent
wakes. The notation x stands for the downstream distance from
the wake generating cylinder, x, for the virtual origin of the
wake, and U.. for the freestream velocity. In the literature, values
ranging from 40 to 100 cylinder diameters have been reported
for x,. The length scale to nondimensionalize the &, was the
wake width b defined by

1
b=—

U.d
Ulm —®© ' 52

(6)

4 Presentation and Discussion of Results

All measurements were carried out for an average inlet veloc-
ity of about 20 m/s. The wake profiles were obtained at fifteen
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Fig. 3 Decay of maximum velocity defect (a) and growth of wake width
{b) as a function of longitudinal position. The uncertainty of the longitudi-
nal velocity measurement essential for calculating the velocity defect is
1.2 percent.

angular positions from § = 0 to 70 deg in 5 deg intervals. The
first measuring station § = 0° corresponds to the inlet of the
curved test section, and is at a distance of 67 mm downstream
of the wake generating cylinder. Comprehensive preliminary
investigations concerning the two-dimensional nature of flow
were done (see Schobeiri and Pardivala, 1992) before starting
with the final measurements presented in this paper. It was
found that for the longitudinal locations up to £,/d = 400, the
moderate growth of boundary layer on the concave, convex,
and the side walls did not affect the two-dimensionality of
the wake flow under investigation. However, as shown in the
following results, the two-dimensionality was influenced for
longitudinal locations beyond the above value.

Wake Center, Development. The path of wake center rep-
resents the £; direction for the curvilinear coordinate system.
As the wake convects through the channel, the trajectory of the
wake center gradually moves toward the convex wall up to a
longitudinal location £,/d = 100, and from there onward it
moves away from the convex wall. The maximum inclination
between the trajectory of the wake center and the tangential
direction x was less than 7.5 deg. The local curvature of the
wake centerline is calculated from the first and second derivative
of the polynomial fit through the wake center at different longi-
tudinal position. The negative value of K suggests that the cur-
vature of the wake centerline is concave in the positive &, direc-
tion.

Figure 3(a) shows the decay of maximum velocity defect
normalized by the potential velocity at the wake center U,,.
The solid line represents a power law fit with U,/ U,, ~ (&,/
d)~**'. For comparison, the wake development in the curved
channel at zero streamwise pressure gradient followed the law
U,/ 0, ~ (&£,/d)~°"". Therefore, the decay rate of a nondimen-
sionalized maximum velocity defect in the positive pressure
gradient curved channel is slower than the zero streamwise
pressure gradient curved channel. Figure 3 (b) shows the wake
width b nondimensionalized by the diameter of the wake gener-
ating rod as a function of £,/d. The solid line is the power law
fit with b/d ~ (&,/d)*®. For the zero streamwise pressure
gradient curved wake b/d is proportional to (£,/d)®™. There-
fore, the spreading rate of b in the positive pressure gradient
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Fig. 4 Variation of potential velocity with an uncertainty of 1.2 percent
and pressure coefficient at the wake center as a function of longitudinal
position

curved wake is slightly higher than the zero streamwise pressure
gradient curved wake.

Figure 4 shows the distribution of the hypothetical potential
velocity at wake center nondimensionalized by the freestream
velocity just upstream of the wake generating rod as function of
&,/d. The decreasing hypothetical potential velocity distribution
along the wake centerline is due to the diverging channel used
to create the positive longitudinal pressure gradient. Figure 4
also shows the pressure coefficient C, (C, = (p —
Pin)! %pV 2)) at the wake center at various longitudinal locations.
Here p denotes the static pressure at the wake center and p,,
denotes the static pressure at the straight section upstream of
the wake generating cylinder. The static pressure p at the wake
center is calculated from the total pressure p, at the wake center
measured with the Kiel probe and the velocity obtained with a
X-film probe (i.e., p = p, — 3p(T? + V2 + u® + v?)). Figure
4 also shows the pressure coefficient increasing with down-
stream distance and confirms the positive pressure gradient.
The wake decay and growth are generally characterized by the
maximum velocity defect U,,, and the width b that vary only
in longitudinal direction (&,/d). Their product, U,,b, exhibits
a major parameter in describing the free turbulent flow and in
modeling the free turbulent Reynolds stresses. For straight
wakes at zero pressure gradient, this product is a constant for all
longitudinal locations as shown by Eifler (1975) and Reichardt
(1950). Recent investigations by Schobeiri et al. (1994) show
that the product U,,b has a nearly constant value for zero
streamwise pressure gradient curved wakes. Figure 5 shows the
product U,,b at various longitudinal locations for the positive
streamwise pressure gradient case presented in this paper. As
seen, the product U,,b increases with the downstream location.
The values of the maximum velocity defect, wake width, poten-
tial velocity at the wake center and the average velocity up-
stream of the cylinder at various downstream locations are given
in Table 1.

Mean Velocity Distribution. Figure 6 shows typical plots
of the streamwise velocity component as a function of the lateral
distance for six longitudinal locations. The velocity distributions
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Fig. 5 Integral parameter U,,b as a function of longitudinal position.

The uncertainty of the longitudinal velocity measurement essential for
calculating the velocity defect is 1.2 percent.
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Table 1 Values of selected quantities of the wake at posi-
tive longitudinal pressure gradient

4 Ui b U, ) v, Vi
(©) &/d (m/sy (mm) (m/s) (m¥sD (m¥s?)  (m/s)

0 34 2.793 7.06 19.27 1.833 1.965 19.10

5 65 1.952 10.56 19.17 0.876 0.704 19.10
10 96 1.550 13.30 18.85 0.631 0.444 19.09
15 126 1.311 16.13 18.00 0.510 0.333 19.20
20 157 1.216 18.97 17.76 0.470 0.294 19.07
25 188 1.075 22.77 17.68 0.446 0.279 19.06
30 219 0.954 25.00 17.37 0.419 0.262 19.08
35 250 0.898 29.76 16.94 0.380 0.258 18.94
40 282 0.780 33.17 17.02 0.374 0.267 18.92
45 313 0.778 35.28 16.63 0.361 0.273 19.07
50 345 0.716 41.37 16.33 0.346 0.285 18.99
55 377 0.698 43.03 16.34 0.334 0.297 18.99
60 408 0.649 48.58 15.61 0.303 0.288 19.08
65 440 0.609 51.27 15.66 0.297 0.301 19.08
70 474 0.578 56.68 15.64 0.279 0.303 19.09

for other longitudinal locations are similar to those plotted in
Fig. 6. The velocity distribution in Fig. 6 is asymmetric with
respect to the wake center with a higher value on the positive
side of £,. This asymmetric behavior is a result of the existing
lateral pressure gradient, which the curvature generates. Note
that, because of the lack of the lateral pressure gradient, the
velocity distributions within straight channels at zero or positive
streamwise pressure gradient are fully symmetric (see Eifler,
1975 and Gartshore, 1967). The wake velocity defect decreases
and the wake width increases with downstream location. A close
examination of the velocity data points outside the wake for
the initial three longitudinal locations reveals a nonuniform de-
crease in potential velocity across the channel. This nonuniform
decrease in potential velocity across the channel, which is due
to the turning of flow from a straight section to the curved
channel, occurs up to the longitudinal location &;/d = 96.
Figure 7 shows the lateral distribution of the nondimensional
mean velocity defect for different longitudinal locations. The
mean velocity defect is normalized by its maximum value and
the lateral distance by the wake width ». The purpose for nor-
malizing the lateral distance with length scale b and the velocity
defect with velocity scale U, is to check the existence of simi-
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Fig. 6 Lateral distribution of longitudinal component of velocity with an
uncertainty of 1.2 percent at different longitudinal positions
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Fig. 7 Lateral distribution of velocity defect at different longitudinal po-
sitions. The uncertainty of the longitudinal velocity measurement essen-
tial for calculating the velocity defect is 1.2 percent.

larity for mean velocity defect profiles. Figure 7 confirms the
existence of similarity for mean velocity defect profiles. The
solid line represents the results for the curved channel wake at
zero streamwise pressure gradient by Schobeiri et al. (1994 ) and
straight channel wake by Eifler (1975) given by the function ¢; .
The mean velocity defect profiles are symmetric and almost
identical to the straight wake except that they are slightly wider
on the inner side of the wake (concave side of the trajectory of
wake centerline, i.e., &, > 0) at higher longitudinal locations.
Overall, it may be considered that the effect of curvature on
mean velocity defect distribution is small.

Figure 8 shows the lateral distribution of the nondimension-
alized lateral velocity component V/ U, for various longitudinal
locations. The lateral distribution at the first measurement loca-
tion shown in Figure 8 is similar to the straight wake results,
where the distribution is slightly asymmetric with a minimum
at { > 0, a maximum at { < 0 and zero lateral velocity at the
center. The V/ U, distribution for straight wake approaches zero
at the edges. The lateral velocity distribution shown for other
locations can be considered as a superposition of the distribution
at zero streamwise pressure gradient straight wake on a normal-
ized hypothetical potential distribution of lateral component of
velocity. The profile of the hypothetical potential distribution
of Vis dictated by the longitudinal pressure gradient and stream-
line curvature. The hypothetical potential velocity distribution
of V in the wake region is almost linear with a positive slope
up to a longitudinal location &,/d = 400. The hypothetical
potential velocity distribution at the last two measurement loca-
tions in Fig. 8 deviate from other locations. This deviation is
attributed to the effect of boundary layer growth on the concave,
convex and the side walls. For the longitudinal locations &,/d
> 400, this boundary layer growth influences the hypothetical
potential velocity distribution and affects the two-dimensional-
ity of the wake flow as previously indicated.

Reynolds Stresses. Figures 911 show the lateral distribu-
tions of the nondimensionalized Reynolds stresses. The Reyn-
olds normal stresses are normalized with respect to their values
at the wake center. These values are given in Table 1. The
normalized Reynolds stress component in the longitudinal direc-
tion is shown in Fig. 9. Similar to the straight and curved wakes
with zero streamwise pressure gradient (Eifler, 1975; Schobeiri
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Fig. 8 Lateral distribution of lateral velocity component with an uncer-
tainty of 3.0 percent at different longitudinal positions

et al., 1994), the experimental results for different &,/d shown
in Fig. 9 collapse together. This confirms the hypothesis of
Prandtl (1942) concerning the local dependency and longitudi-
nal similarity of the turbulence quantities. For the above men-
tioned zero streamwise pressure gradient cases, it was shown
(Schobeiri et al., 1994; Eifler, 1975) that the nondimension-
alized Reynolds normal stress components are functions of
and_R only resulting in functional relationships that describe
u*1y3 = fi(R, {)p, and v*/v§ = f,(R, {)p,. In comparison with
the straight wake data, the present results exhibit an asymmetric
feature due to the curvature of the wake path previously dis-
cussed. For straight wakes with zero or positive streamwise
pressure gradient (Eifler, 1975; Gartshore, 1967), the longitudi-
nal component of Reynolds stress is symmetric with respect to
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Fig.9 Lateral distribution of longitudinal component of Reynolds normal
stress at different longitudinal positions. The uncertainty of the longitudi-
nal velocity measurement essential for calculating the longitudinal com-
ponent of Reynolds normal stress is 1.2 percent.
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Fig. 10 Lateral distribution of lateral component of Reynolds normal
stress at different longitudinal positions. The measurement uncertainty
of the lateral velocity component essential for calculating the lateral
component of Reynolds normal stress is 3.0 percent.

the wake center with a maximum on each side of the wake
center and with a minimum at the wake center. The asymmetry
of the Reynolds stresses in the present data are due to the
asymmetric velocity distribution of U as a result of the existing
lateral pressure gradient that is generated by the curvature. The
turbulence in a curved shear flow is suppressed if there is a
positive velocity gradient in the positive radial direction. On the
other hand, a negative velocity gradient in the radial direction
promotes the turbulence. For the measurements at all longitudi-
nal locations, the gradient of longitudinal velocity in the positive
radial direction is negative on the inner half of the wake. As
opposed to this, the gradient of longitudinal velocity in the
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Fig. 11 Lateral distribution of Reynolds shear stress at different longitu-
dinal positions. The uncertainties of the longitudinal and lateral velocity
component measurements essential for calculating the Reynolds shear
stress component are 1.2 and 3.0 percent.
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positive radial direction is positive in the outer half (convex
side of the trajectory of the wake centerline, i.e., £&, < 0) of the
wake. Therefore, the turbulent stresses should be higher on the
inner half of the wake than the outer half of the wake. This is
the case for all measurement locations except for the first two
measurement locations. The asymmetric nature of the longitudi-
nal component of Reynolds stress is qualitatively similar to the
results obtained by Koyama (1983) and Nakayama (1987).
Note that the asymmetry of the longitudinal component of Reyn-
olds stress increases with the downstream location. The devia-
tionary behavior in the asymmetric nature of the turbulent
stresses at the first two measurement locations may be due to
the existence of varying longitudinal pressure gradients across
the channel as the flow enters the curved channel from the
straight section.

The lateral distribution of the lateral component of Reynolds
stress is plotted in Fig. 10. Similar to the longitudinal compo-
nent, the maximum value of lateral component of Reynolds
stress occurs at the inner half of the wake. The asymmetry
of the lateral component of Reynolds stress is more than the
longitudinal component. In other words, the lateral component
of Reynolds normal stress exhibits more distortion from the
symmetrical straight wake results.

The lateral distribution of Reynolds shear stress at various
longitudinal locations is plotted in Fig. 11. The Reynolds shear
stress is nondimensionalized by the square of the maximum
velocity defect. The Reynolds shear stress distribution shows
the strong asymmetry due to the curvature. The nature of curva-
ture of the wake centerline and the gradient of longitudinal
velocity suggest a higher value of Reynolds shear stress on the
inner half of the wake. This is observed at every longitudinal
location except for the very first two measurement locations,
where, as explained before, the pressure gradient dominates
over the curvature effect. It appears that the Reynolds shear
stress distribution in the outer half of the wake is closer to a
self preservation state than the inner half of the wake. The
Reynolds shear stress at the center of the wake is not zero,
although the lateral gradient of longitudinal velocity is zero at
the wake center. Raj and Lakshminarayana (1973) also ob-
served nonzero value of Reynolds shear stress at the wake cen-
ter. Recent theoretical and experimental investigations by Scho-
beiri et al. (1994) revealed similar behavior for the Reynolds
shear stress at the center of a curved wake at a zero streamwise
pressure gradient. Their theoretical results based on the trans-
formed conservation equations of continuity and motion show
that for a wake flow with a given curvature, the shear stress
values at the wake center as well as at the edges are always
different from zero. The shear stress may assume zero values at
these lateral locations only if the radius of curvature approaches
infinity, which results in straight wake flow.

An overall comparison of the Reynolds shear stress for the
wake development in the curved channel at zero and positive
longitudinal pressure gradients can be made by plotting the
maximum and minimum values of Reynolds shear stress as
function of downstream distance as shown in Fig. 12. The sym-
bol uv,, stands for a maximum value of Reynolds shear stress
at the outer half of the wake and minimum value of Reynolds
shear stress at the inner half of the wake. The maximum and
minimum values of Reynolds shear stress nondimensionalized
with the square of the average velocity upstream of the wake
generating cylinder is shown in Fig. 12(a). Figure 12(b) shows
the maximum and minimum values of Reynolds shear stress
normalized with the square of the maximum velocity defect.
The filled symbols represent the maximum value of Reynolds
shear stress that occurs at the outer half of the wake and the
open symbols represent the minimum value of Reynolds shear
that occurs at the inner half of the wake. For a straight wake,
the absolute value of maximum and minimum Reynolds shear

stress should be the same. Figure 12 shows that the absolute
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Fig. 12 Longitudinal variation of the maximum value of Reynolds shear
stress at zero and positive pressure longitudinal pressure gradients. The
uncertainties of the longitudinal and lateral velocity component measure-
ments essential for calculating the Reynolds shear stress component
are 1.2 and 3.0 percent.

value of the minimum Reynolds shear stress occurring at the
inner half of the wake is higher than the maximum value of
Reynolds shear stress occurring at the outer half of the wake,
except for the initial two measurement locations. In the outer
wake, as shown in Fig. 12(a), the maximum value of the Reyn-
olds shear stress nondimensionalized with the averaged inlet
velocity has almost the same value for the longitudinal locations
plotted in Fig. 12(a) for both pressure gradients. In the inner
half of the wake, the absolute value of minimum Reynolds shear
stress nondimensionalized with the square of average velocity
decreases with downstream location at a higher rate for zero
streamwise pressure gradient than for positive pressure gradient.
Figure 12(b) shows that the absolute value of Reynolds shear
stress normalized with the square of maximum velocity defect
increases with downstream location. This is the case for both
the inner and outer halves of the wake except for the outer half
of the wake at the last five downstream locations where the
normalized Reynolds shear stress decreases slightly. At a partic-
ular longitudinal location, the absolute value of normalized
shear stress has a higher value for zero streamwise pressure
gradient than for positive pressure gradient. This is similar to
the results obtained by Gartshore (1967) for a straight wake
subjected to adverse pressure gradient where he observed a
lower value of normalized Reynolds shear stress compared to
the value of normalized Reynolds shear stress for a zero stream-
wise pressure gradient straight wake.

5 Conclusions

The wake development behind a stationary cylinder in a
curved channel at positive longitudinal pressure gradients is
experimentally investigated. The results of the investigation re-
vealed the following aspects of the influence of streamline cur-
vature and longitudinal pressure gradient on the development of
wakes. 1.) Comparison of the wake development in the curved
channel between zero and positive longitudinal pressure gradi-
ents shows that the decay of the non-dimensionalized velocity
defect is faster at zero streamwise pressure gradient than at a
positive pressure gradient. Conversely, the growth of the wake
width is slightly faster at positive pressure gradient than at a
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zero streamwise pressure gradient. 2.) The product U,,b as a
function of longitudinal location, while being approximately
constant at zero streamwise pressure gradient, increases at posi-
tive pressure gradient. 3.) Even though the longitudinal compo-
nent of mean velocity is asymmetric with respect to the wake
center, the mean velocity defect profiles in similarity coordi-
nates are almost symmetric and follow the Gaussian function
for straight wake data. However, small deviations are observed
particularly at far downstream locations and wake edges, where
the wake is slightly wider on the inner half. In general, it may
be considered that for mild curvature wake with small d/R
range of 0.002 to 0.003 as presented in this investigation, the
effect of curvature on mean velocity defect distribution is small.
4.) The Reynolds stress distributions in similarity coordinates
are strongly influenced by the curvature. Pronounced asymmet-
ric features are observed for all three components of Reynolds
stresses measured. The value of longitudinal component of
Reynolds stress at the inner half of the wake is higher than the
outer half, The asymmetry in lateral component of Reynolds
normal stress is higher than the asymmetry in the longitudinal
component of Reynolds normal stress. The Reynolds shear
stress distribution has higher values at the inner half than outer
half. The asymmetry of Reynolds stress distribution increases
with downstream location. At a particular longitudinal location,
the absolute value of Reynolds shear stress normalized with the
square of the maximum velocity defect has a higher value for
zero streamwise pressure gradient than for positive pressure
gradient.
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The Turbulent Incompressible
Jet in a Curved Coflow

The effects of small streamline curvature on the growth and axial flow development
of a turbulent incompressible jet in a curved coflow was investigated experimentally.
The jet streamline curvature was achieved by introducing the initially round jet
tangentially into a stream flowing through a curved channel of square cross-section.
The jet issued from a straight pipe and had a fully developed velocity profile at the
exit plane. The jet Reynolds number and the coflow-to-jet-velocity ratio were 4300
and 0.11, respectively. A single component laser Doppler anemometer was used to
measure the streamwise velocity. Axial mean velocity and turbulence intensity profiles
were measured at various streamwise locations in both the plane of curvature and
the surface perpendicular to the plane of curvature. The results indicate that the jet
growth and turbulence intensity are influenced by the small streamline curvature.
The growth rate of the curved jet in the plane of curvature is slightly increased
compared to that of a straight jet. However, the growth of the same curved jet is
suppressed in the plane perpendicular to the plane of curvature. In the plane of
curvature, the inner jet half-width is larger than the outer jet half-width. The mean
velocity profiles in this plane are nearly Gaussian when the lateral distance is normal-
ized by the respective inner and outer side jet half-widths. The axial turbulence
intensity profiles show asymmetry in the plane of curvature with a pronounced peak
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on the outer side of the jet.

Introduction

Although turbulent flows have been studied for a long time,
little attention has been paid to turbulent curved flows with
three-dimensional influences compared to that directed toward
shear flows with negligible or no streamline curvature. It is
known that an inviscid instability arises in a turbulent flow
where the angular momentum decreases away from the center
of curvature. This instability, which is brought on by the centrif-
ugal force gradient in the primary strain rate direction, is ex-

pected to increase turbulent stress levels and three-dimensional

effects (So, 1975). On the other hand, when the angular mo-
mentum increases away from the center of curvature, the flow
experiences a stabilizing effect and turbulent stress levels and
three-dimensional effects are expected to be suppressed. Indeed,
earlier studies of curved boundary layers showed that turbulence
is suppressed in a boundary layer over a convex curvature (So
and Mellor, 1973) and enhanced when the boundary layer is
subjected to a concave curvature (So and Mellor, 1975). A
review of streamline curvature effects on turbulent flow struc-
ture is provided by Bradshaw (1973). v

In the case of free shear flows with streamline curvature,
mixing layers have received the bulk of the attention (Rapp and
Margolis, 1967; Wyngaard et al., 1967; Castro and Bradshaw,
1976). These studies showed that the mixing layer is stable
when the velocity gradient is positive in the radial outward
direction, and conversely, it is unstable when this gradient is
negative. Through these studies it was also observed that the
initially two-dimensional shear layer becomes three-dimen-
sional when subjected to destabilizing streamline curvature.
This behavior is attributed to the development of an instability-
driven secondary flow structure.

The structure of turbulent jets with streamline curvature is
intrinsically more complex. While mixing layers have their tur-
bulence either augmented or suppressed, depending on the sign
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OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division
September 26, 1994; revised manuscript received October 23, 1995. Associate
Technical Editor: P. R. Bandyopadhyay.
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of the velocity gradient in the primary strain rate direction,
turbulent jets possess both turbulence-augmented and turbu-
lence-suppressed regions simultaneously. The outer side of the
jet is subjected to unstable angular momentum stratification,
while the inner side of the jet experiences a stable angular
momentum stratification. Most previous investigations of curva-
ture effects in jets were performed either by placing a jet in a
cross-flow (Hanui and Ramaprian, 1989) or by injecting it into
a large cavity in order to obtain streamline curvature (Masuda
and Maeda, 1986, Masuda and Andoh, 1989). These studies
indicate that in the initial jet region, while the mean axial veloc-
ity profiles remain symmetric, the fluctuating velocity and Reyn-
olds shear stress show strong asymmetry, pointing to an altered
turbulent transport process. In the initially developing region of
a plane jet, the ratio of unstable-side maximum Reynolds stress
to stable-side maximum Reynolds stress grows rapidly with
increasing axial distance and reaches the value of 2 by ten
nozzle widths from the exit plane.

In the curved wake, the stable and the unstable sides of the
shear layer are interchanged; the inner side of the wake is unsta-
ble and the outer side is stable. A study of the effects of stream-
line curvature on the three-dimensional structure of a plane
wake has been conducted by Weygandt and Mehta (1993). The
effects of curvature were most apparent in the Reynolds stress
results, especially those for the primary shear stress. The distri-
butions of both the turbulent kinetic energy and shear stress are
affected by curvature. The peak levels of the turbulent shear
stress were increased on the unstable side and decreased on the
stable side, compared to those in a straight wake. Streamline
curvature also produced a larger wake growth rate. Ramjee and
Neelakandan (1989) investigated the two-dimensional wake of
a rectangular cylinder in a curved stream. Their results indicate
that the streamline curvature affects the turbulence field of the
wake quite significantly, with the strongest effects on the far
field Reynolds shear stress distribution.

The present investigation aims to study the structure of a
turbulent jet subjected to a small streamline curvature. The ge-
ometry of the flow is different than those of the previous curved
jet investigations discussed above. In this study an initially
round turbulent jet with a fully developed turbulent pipe flow
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Fig. 1 Schematic diagram of the water tunnel facility

velocity profile is injected tangentially into a co-flowing stream
in a curved rectangular duct. With co-flow-to-jet velocity ratio
of 0.11, the jet trajectory does not exactly follow the test channel
curvature, but undergoes an even milder streamline curvature.
By its nature, the jet contains both the stable inner side and the
unstable outer side. In selecting this three-dimensional geome-
try, emphasis is placed on elimination of wall effects, and of
the pressure gradients of a jet in a crossflow, so that the jet is
influenced by the streamline curvature alone.

Experimental Facility and Procedure

The facility consisted of a closed-return low speed water
tunnel, a jet injection system, a laser Doppler velocimeter
(LDV) system with a seed generator, and a traversing mecha-
nism for the optical system. A schematic diagram of the water
tunnel and the jet assembly are shown in Fig. 1. The pump was
placed as far as possible from the diffuser (3 m) to minimize
the propagation of possible pressure fluctuations into the test
section, The settling chamber, with dimensions of 0.61 X 0.61
X 1.13 m, was divided into two regions by a vertical partition
wall whose purpose was to prevent large scale turbulent motion
from propagating into the test section. The flow returning from
the pump outlet was introduced in the small region of the set-

-tling tank just below the water level. Water was allowed to
gently spill from this region over the partition wall into the
large section of the settling tank. The converging nozzle before

the test section was 0.48 m long with a contraction ratio of 4.5.
The flow straighteners at the inlet of the nozzle were sandwiched
between two fine wire square mesh screens. Another fine wire
screen was placed 0.10 m downstream of the nozzle inlet. The
turbulence intensity in the test section was measured to be 2
percent at a Reynolds number of 23,000 based on the hydraulic
diameter of the test section.

The curved test section had a square cross-section of 0.16 X
0.16 m. The test channel center line had a radius of curvature
of 0.85 m and an arc length of 57 degrees. Mean velocity at
the test section inlet was 0.15 m/s. The Reynolds and Dean
numbers characterizing the free stream in this investigation were
Re, = 23,000 and De = 1,000, respectively. The jet was injected
into the test section through a 3.175 mm diameter stainless steel
tube, which was introduced from the top wall of the nozzle
approximately 15 cm upstream of the test section inlet. The
tube was bent 90 degrees at the test section centerline, thus
bringing it parallel to the direction of the mean flow. From the
point of the bend the tube extended 16 cm, thus positioning the
exit plane of the jet approximately 1 cm downstream of the test
section inlet. This arrangement made the initial trajectory of
the jet tangent to the test section centerline. An air-pressurized
cylinder was used to control the jet so that precise adjustments
of the jet flow rate could be made. The loss of water volume
in the cylinder, and thus the hydrostatic head, was compensated
for by continuously adding water into this cylinder via a variable
mass flow valve. The additional mass introduced into the closed-
loop water tunnel by the jet was removed through a tube exiting
from one side of the settling chamber and a mass flow meter.
Throughout the study, the variation of the jet and coflow mean
and turbulent velocity measured by the LDV system was within
+0.3 percent.

The single-component LDV system was configured to operate
in the backscatter mode and was powered by a 15 mW Helium-
Neon laser at the 632.8 nm line. The measuring volume formed
by the crossing of the two beams was aligned with the local
streamline direction to measure the streamwise component of
velocity. The ellipsoid LDV probe volume had a diameter of
0.13 mm and an effective length of 0.6 mm. Silicon carbide
particles with a nominal diameter of 14 um were used to seed
the jet and the co-flow fluids. A 5 pm filter was used to remove
contaminant particles in the water supply for both the jet and
the co-flow before introducing the seed material. A TSI model
1980 B counter was used to process the signal output from the
photo-multiplier tube. Before being timed by the counter, the
Doppler bursts were conditioned by high-pass and low-pass
filtering at corner frequencies of 600 kHz and 30 kHz, respec-
tively. Eight cycles of the Doppler burst were used to determine
its frequency and only those bursts which passed the 1 percent

Nomenclature

b, = jet half-width in the plane of curva-
ture
b, = jet half-width in the normal plane
d = jet diameter at exit
D = hydraulic diameter of test channel
D, = Dean number (= (Ush/v)(h/R)'?)
h = test channel width
r = jet radius at exit
R,, = jet average radius of curvature
R, = test channel center line radius of
curvature
R; = test channel inner wall radius of
curvature
Re; = jet Reynolds number (= U,,d/v) ,

(=UyDlv)

rection

tion entrance

component
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Re, = coflow Reynolds number

U = mean velocity component in the x
(streamwise) direction
U,, = maximum mean velocity in x di-

U; = maximum jet velocity at exit
U,, = average jet velocity at exit
U, = coflow mean velocity at test sec-

U* = nondimensional velocity (=(U —
Ua)/(Um - Uu))

u' = fluctuating velocity component in
the streamwise direction

u,, = maximum fluctuating velocity

u, = coflow fluctuating velocity at test
section entrance .
6 = radial location of maximum ve-
locity measured from test chan-
nel centerline
v = dynamic viscosity
x = local streamwise coordinate for
jet (=(R, + 6)¢)
y = local radial coordinate for jet
z = local coordinate for jet normal to
x and y
X, Y = rectangular coordinates mea-
sured from the center of curva-
ture of test channel
¢ = polar coordinate measured from
jet exit
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Fig. 2 Jet trajectory and coordinate system

comparison test (8 cycle-to-4 cycle frequency comparison)
were validated. To prevent velocity biasing, the analog output
of the counter was used for data acquisition. The analog output
of the counter was digitized by a 12-bit 8-channel analog-to-
digital converter. In the experiments, the validated burst rates
were over an order of magnitude higher than the data acquisition
rate. An IBM AT-type (Intel 80286-based microprocessor) per-
sonal computer controlled the data acquisition. Data was ac-
quired at a rate of 65 samples per second. The sample record
length was determined by an analysis of its effect on the mean
and rms velocity values. Based on this analysis, 11,700 samples
were obtained per point which translates into approximately
180 seconds of sampling time. The LDV system was placed on
an aluminum traverse table in an arrangement which allowed
the probe to be positioned in three-dimensional space at any
point inside the test section. The positioning accuracy of the
traverse system is *0.5 mm in the x direction and +0.05 mm
in y and z directions.

The uncertainty in the measurement of U and u’ were esti-
mated to be within 3 and 4 percent, respectively. The corre-
sponding uncertainty in the determination of the jet half-width,
b, was less than 8 percent. The uncertainty in the measurements
was obtained taking into account the various potential sources of
error including the positioning accuracy of the optical traverse
system and the inherent precision limit of the LDV system. In
the uncertainty estimate of u’, additional potential errors due
to the finite probe length, electronic noise and the bit resolution
of the analog-to-digital converter were also taken into account.

Results and Discussion

The average jet exit and the uniform co-flow velocities were
1.35 m/s and 0.15 m/s, respectively. The velocity profile at the
exit plane is that of a fully developed pipe flow. The streamwise
distance, x/d, in terms of the angle, ¢, was chosen as (see Fig.
2)

x _(R.+0)¢
d d ()

This definition was used to better account for the actual trajec-
tory of the jet with respect to the channel centerline. The local
coordinates in the x, z surface were determined by the values
of R, + ¢ corresponding to a particular streamwise position.
Therefore, the x, z surface was located at a radial distance where
the velocity in the x, y plane attained a maximum value (Fig.
2). Both y and z locations were referenced from the point of
maximum mean velocity in the x direction. Negative y and z
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correspond to locations in the inner curvature and lower regions
of the jet, respectively.

The jet exit mean and rms velocity profiles in both the x, y
and x, z planes and passing through the duct centerline are
shown in Fig. 3. At x/d = 1, it is observed that the mean
velocity profiles in the two planes are essentially coincident
indicating that the jet in the initial stage is axisymmetric. Close
to the edge of the jet the nondimensional mean velocity assumes
a small negative value indicating a drop in the local velocity to
a level below that of the coflow. This is due to the wake devel-
oping downstream of the wall of the tube from which the jet
emerges. The maximum mean velocity at the exit was U; = 1.7
m/s. From the profiles, the average (bulk) velocity at jet exit
is calculated to be 1.35 m/s. The turbulence intensities reach
their maximum value (approximately 14 percent) away from
the jet axis. These maxima occur roughly around the location
of maximum mean shear.

Jet Trajectory. Figure 2 shows the jet trajectory in the
plane of curvature (x, y plane) up to x/d = 97.5. This schematic
represents the physical location of the time averaged jet in the
test section and is obtained by superimposing the jet on the
geometry of the test channel. Here, the jet boundary is repre-
sented by the symbols and is defined as the location where the
local excess velocity becomes 10% of the maximum value for
a given profile. The solid lines are drawn through the data as a
visual aid. Throughout the study, the trajectory of the maximum
mean velocity, U, is taken to be the centerline of the jet. The
global coordinate system X, Y was non-dimensionalized with
respect to the test channel center line radius of curvature, R..
The jet centerline does not follow the exact curvature of the
test channel, but exhibits a milder curvature. This was expected
based on initial flow visualizations using a dye tracer. The visu-
alizations showed that it was not possible to achieve a jet trajec-
tory which completely follows the test channel curvature and
at the same time maintain an initial jet Reynolds number high
enough to ensure a near equilibrium free turbulent jet flow. The
mean radius of curvature of the jet, R,,, was determined by
fitting a circle to the data points in Fig. 2 which results in the
following expression:

Ry _1-VY/R _ (X;/R.)*
R, 2Sin*q; 2(1 - Y/R.) Cos?® g

2)

Here, X; and Y; denote the location of the jet axis in the coordi-
nate system shown while «; is defined by the following equation:
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Fig. 3 Mean velocity and turbulence intensity profiles at x/d = 1 (solid
symbols represent turbulence intensity)
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Using the first and the last points along the jet axis yields R,/
R. = 2 which again illustrates the inability of the jet to com-
pletely follow the outer stream direction. Since the test section
centerline curvature is R, = 0.85 m and the jet diameter d =
3.175 mm, the ratio d/R,, = 1.87 X 107?, indicating a modest
curvature for the turbulent jet.

Jet Growth Rate. The growth of the jet with downstream
distance in both the x, y, and the x, z planes is presented in
Fig. 4. Here, b, is the average value (inner and outer side) of
the jet half-width in the plane of curvature and b, is that in the
surface normal to the plane of curvature. The jet half-width is
defined as the distance from jet centerline to the point where
the mean excess velocity is equal to 0.5 (U,, — U,). The solid
lines in Fig 4 are drawn through the data points as a visual
aid. The growth of the present jet half-width in both planes is
compared to the growth of two circular straight jets; one with
no co-flow (So et al., 1990) and the other in a coflowing stream
(Biringen, 1986). Biringen reports a coflow-to-jet exit velocity
ratio of U,/U,, = 0.1 for his study, which closely matches the
present value of U,/U, = 0.11. This close correspondence
allows the comparison of the structure of the two jets without
significant concern of velocity ratio effects. So and Huang
(1989) show that the effect of coflow-to jet velocity ratio on
jet growth is substantial only when that ratio is smail. Their
results indicate that traversing from a ratio of 10 to 11 percent
incurs only a small (less than 3 percent) reduction in jet spread-
ing rate. Therefore, using Biringen’s (1986) straight jet results
in Fig 5 as a comparison case by which to assess curvature
effects seems reasonable. Note that the average growth of the
curved jet as given by \[IE/ d, is slightly smaller compared to
the growth, b/d, of the straight jet which could be attributed to
the difference in the coflow-to-jet velocity ratio.

The nonlinear growth rate is characteristic of all coflowing
jets. Furthermore, it has also been observed that, with a fixed
set of initial conditions, the growth rate of the co-flowing
straight jet decreases with increasing U,/ U, (Maczynski, 1961;
Antonia and Bilger, 1973; Biringen, 1986). This change in the
growth rate is generally attributed to the annular shear layer
instability modes in the initial jet region. These modes are sensi-
tive to the velocity ratio and in turn can have a significant
impact on the far field jet growth and mixing. The experimental
data points for the co-flowing jets were fit with a second order
polynomial as shown by the solid lines in Fig. 4. The curved

(3)
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jet grows faster in the x, y plane (i.e., the plane of curvature)
than it does in the x, z surface. While the average width, b,, in
the plane of curvature (i.e., the x, y plane) is slightly larger
than that of the straight jet of Biringen, the corresponding jet
half-width b,, in the x, z plane, which is normal to the plane
of curvature, is significantly suppressed. At x/d = 97.5, b, is
approximately 35 percent larger than b,. This is evidence that
at large streamwise distances the time-mean cross-section of
the jet is no longer circular. This structural feature of the curved
jet was confirmed through laser sheet flow visualizations.
Careful examination of the velocity profiles in the plane of
curvature reveals that in addition to the average half-width b,
being larger than its counterpart b,, it also displays a clear
asymmetry between the inner and outer sides for x/d = 50.
The growth of the outer and inner side jet half-widths, b, , and
b, , respectively, is shown in Fig. 5. Up to x/d = 50, the half-
widths on either side of the jet in the plane of curvature are
nearly equivalent, but beyond that there is a definite difference
in their size, with the most substantial difference showing up
around x/d = 70. This asymmetry strongly suggests that the
effects of curvature, which are different on each side of the jet,
are responsible for this behavior. In the present case, there is
competition between two distinct effects of streamline curva-
ture. First, the enhanced instability (hence increased turbulent
momentum transport) on the outer side would tend to cause
that side of the jet to grow more rapidly than the corresponding
straight jet. Second, the mismatch between the jet curvature and
the co-flow curvature results in the development of a secondary
flow which tends to retard the growth on the outer side. The
converse is true for the inner side of the jet. In this respect, the
jet in a curved co-flow acts like a jet inclined at a slight angle
to a small crossflow because its momentum permits it to defeat,
in part, the guiding effect of the weak coflow. A wake in a
curved coflow is swept along, passively by the guiding outer
flow. In general then, jets in a curved coflow will be subjected
to these competing effects outlined above until the initial jet-
to-co-flow velocity ratio falls below unity and a wake-like flow
is established. In this respect, the behavior of a round turbulent
jet injected into a curved coflow is substantially different than
that of a boundary layer with a streamline curvature. The two-
dimensional boundary layer is partially guided by the convex
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Fig. 5 Inner and outer jet half-widths in the x, y plane
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Fig. 6 Mean centerline excess velocity decay

or concave wall and the exchange of momentum takes place
only at its interface with the freestream; thus, the growth of the
layer is controlled essentially by turbulent transport. In contrast,
the three-dimensional jet in a curved coflow is free to exchange
momentum all around its periphery and turbulent transport is not
necessarily the dominant mechanism for growth. This partially
explains the seemingly contradicting trend of reduced growth
rate of the unstable side of the jet when compared to the en-
hanced pattern of growth observed in a turbulent boundary layer
over a concave surface. .

Centerline Velocity Decay. The streamwise distribution of
the maximum mean (or centerline) velocity, U,,, of the curved
jet is shown in Fig. 6 along with the results of the straight jet
of Biringen (1986) in a coflow. When normalized using the
initial jet excess velocity, the agreement between the decay
patterns of (U,, — U,) for the two jets is remarkably good. The
solid line is the expression

(Uau - Uo)/( Um - Ua) = k(X/d) + ku (4)

with £ = 0.136 and k, = 0. For a free jet in a nonmoving
environment, the value of k is typically between 0.23 (So et
al., 1990) and 0.2 (Wygnanski and Fiedler, 1969). Therefore,
the maximum velocity decays at a lower rate in a jet with a co-
flow as compared to the free jet. On the other hand, the addition
of the mild streamline curvature to the co-flowing jet apparently
does not otherwise change the center-line velocity decay pattern.

Mean Velocity Profiles. Figure 7 shows the jet mean veloc-
ity profiles in the plane of curvature. Here, the mean excess
velocity is nondimensionalized with the local maximum veloc-
ity excess and the lateral coordinate is normalized with the
appropriate jet half-width, b, ; or b, . This non-dimensionaliza-
tion is applied because it is considered appropriate to scale each
side of the jet by the different growths observed. It is clear that
this approach provides a good collapse of the data into a nearly
self-preserving form for U* > (.2. The behavior below that
value is neither self-preserving in appearance nor symmetrical.
Furthermore, at x/d = 40, in Fig 7a, there is a clear departure
of the data from the Gaussian on the outer side of the jet and
this is maintained at larger x/d as seen in Fig. 7(b). As a guide
for comparison purposes, the Gaussian profile given by

% = exp[—In 2(y/b)], (5)

where b is b,, for y > 0 and b,; for y < 0, is also shown in
Fig. 7.

304 / Vol. 118, JUNE 1996

t outer side inner side

08

olU*o
- [s>]
!

0 7 L 1 1
2 1 0
y/by,o y/by,i
Fig. 7(a) x/d < 50
1
- outer side v % inner side
x/d
56.8 " NE
066.7
v 76.8 v
D 86.7 o =
m 96.5
0 -1 -2
y7by,i

Fig. 7(b) x/d > 60

Fig. 7 Mean velocity profiles in the x, y plane; the solid line is given by
Eq. (5)

Figure 8 shows the normalized mean excess velocity profiles
in the x, z plane. Unlike their x, y plane counterparts, these
profiles show a good degree of symmetry about the jet center-
line throughout the measurement domain. Also, they collapse
well onto one curve indicating that the mean velocity profiles
attain a ‘‘self-preserving’’ shape at least in the x, z plane. The
same Gaussian curve given by Eq. 5 is repeated here for compar-
ison.

Turbulence Intensity. Turbulence intensity profiles were
obtained at several streamwise locations both in the plane of
curvature and in the surface normal to it. The profiles in the

Fig. 8 Mean velocity profiles in the x, z plane; the solid line is given by
Eg. (5)
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plane of curvature are presented in Fig. 9. An asymmetry is
observed in these profiles with significantly higher levels of
turbulence on the outer side of the jet. The asymmetry starts to
manifest itself at x/d = 50, the same location where the velocity
profiles in the plane of curvature on the outer side show a
marked departure from their previous behavior. This is also the
location where the growth in b, on either side of the jet begins
to show asymmetry. By a streamwise location of x/d =~ 80
(Fig. 9(b)) the peak intensity has increased more than 30 per-
cent over its maximum at distances x/d = 50 (Fig. 9(a)).
When x/d = 100 is reached the turbulence intensity distribution
has declined back almost to the original levels. Obviously, there
is some enhanced production of turbulence starting around x/d
= 50 and peaking at about x/d = 80, with an apparent relaxation
occurring by x/d = 100.

As discussed earlier, this behavior is due to the existence of
a pair of stability-mismatched sides. For y > 0 the gradient of
the centrifugal force is negative. This source of instability leads
to augmented turbulence. On the other hand, for y < 0, the
centrifugal force is stably stratified which discourages the ex-
change of momentum between adjacent layers of fluid. There-
fore, on this side of the jet, the turbulence intensities are smaller.
The higher turbulence levels in the outer side of the jet can also
be attributed to the increasing mean strain rate with streamwise
distance. It provides the additional source of turbulence produc-
tion, and thus higher turbulence intensities. Again, however, the
root cause is the inviscid instability in the outer jet. It is this
instability which causes the larger velocity gradients occurring
on this side of the jet. As to the occurrence of a maximum of
outer side turbulence around x/d = 80, this could be the due
to the continuously changing jet streamline curvature with
streamwise distance which most likely becomes too weak to
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Fig. 9 Turbulence intensity profiles in the x, y plane
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produce extra strain rate beyond x/d = 80, and the turbulence
field starts relaxing back to equilibrium levels. In contrast, the
turbulence intensity profiles in the x, z surface are nearly sym-
metric (Fig. 10) and essentially similar in nature to those for
straight jets. The turbulence levels remain relatively uniform
with streamwise distance and for x/d > 50 turbulence in the
x, z plane is significantly smaller than that on the plane of
curvature.

Conclusions

The structure of an incompressible, curved turbulent jet was
experimentally investigated. In order to study the effects of a
mild streamline curvature on the flow structure, the jet was
introduced parallel into a stream flowing through a curved chan-
nel. The jet issued from a straight pipe and had a fully developed
velocity profile at the exit. The jet’s streamline curvature was
milder than that of the coflow. Streamwise velocity measure-
ments were performed using an LDV system. The results indi-
cate that even a mild streamline curvature can alter the global
structure of the jet with the strongest effects on the jet growth
pattern. The major conclusions can be listed as follows:

(1) The jet grows faster in the plane of curvature than it
does along the surface normal to the plane of curvature. At
approximately 100 jet diameters downstream from the exit, the
jet half-width in the plane of curvature is 35 percent larger
than its counterpart in the surface perpendicular to the plane of
curvature.

(2) The mean velocity profiles in the plane of curvature
are asymmetric when x/d = 50 with the outer jet half-width
always smaller than the inner jet half-width. On the other hand,
the streamline curvature does not seem to have any effect on the
decay rate of the maximum mean excess velocity. The curved jet
essentially has the same center-line velocity decay rate as the
straight jet with the same jet-to-co-flow ratio.

(3) The jet turbulence structure is significantly altered by
the streamline curvature. Turbulence intensity profiles show a
strong asymmetry in the plane of curvature. Turbulence levels
are higher on the outer side where the mean angular momentum
is unstabily stratified as compared to those levels in the inner
side where the angular momentum gradient imposes stability.
The outer side turbulence intensity reaches a maximum around
x/d = 80. Beyond this point, it relaxes back to the levels for
x/d < 60.
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Effect of Dispersed Phase on
Modification of Turbulent Flow
in a Wall Jet

The interaction between dispersed particles and fluid turbulence for a vertical down-
Sflow turbulent wall jet embedded in a uniform stream was investigated experimentally
and numerically. Three kinds of size classified spherical particles, which were smaller
than the Kolmogorov lengthscale of the flow, were dispersed in the jet upstream of
the test section. The particle mass loading ratios were set at up to 0.3. Particle and
gas-phase velocities were measured by laser Doppler velocimetry with particle size
discrimination, and numerical simulations were carried out considering momentum
exchange between both phases. Motion of small particles with Stokes number of
around unity was influenced by strong shear in the developing region. Streamwise
turbulence intensity was strongly attenuated by the addition of particles in the free
shear layer region, while transverse turbulence intensity was suppressed in the fully-
developed region of both the free and wall shear regions. Modifications of the mean
Sluid velocity by the particles induced reduction in the Reynolds stress, which alters
the turbulence production. Turbulence modification by particles, with Stokes number
of order of unity, is due primarily to the extra dissipation which is a function of
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particle mean concentration and fluid turbulence in the fully-developed region.

1 Introduction

Particle-laden flows occur in essentially all areas of engi-
neering and understanding the particle-turbulence interaction
problem is of great importance. Experimental and numerical
efforts in turbulence modification by addition of solid particles
in air flow have revealed that reduction of gas-phase turbulence
intensity is strongly correlated with particle Stokes number and
particle mass loading. Eaton (1994 ) recently reviewed the ex-
periments and simulations in turbulence modification of simple
flows and showed significant turbulence attenuation for mass
loading ratios greater than 0.1. Gore and Crowe (1989) com-
piled data in recent reviews concluding that small particles at-
tenuate turbulence and large particles augment it. They used
the particle diameter normalized by a turbulence length scale.
Adding particles to a single-phase flow dramatically increases
the number of dimensionless parameters needed to characterize
the flow and particle behavior. At present, it is difficult to re-
solve all the parameters involved in the development of models
for turbulence modification by particles.

Turbulence modification has been extensively studied in
fully-developed pipe flows (e.g., Maeda et al., 1980; Tsuji et
al., 1984), axisymmetric jet flows (e.g., Modarress et al., 1984;
Shuen et al., 1985; Fleckhaus et al., 1987; Hardalupas et al.,
1989), turbulent boundary layer flow (Rogers and Eaton,
1991), fully-developed channel flow (Kulick et al., 1994) and
homogeneous isotropic turbulence (Squires and Eaton, 1990;
Elghobashi and Truesdell, 1993). Development of turbulence
models for particle-laden flows has created a demand for accu-
rate experimental data in inhomogeneous flows to extend the
understanding of the effect of particles on turbulence in complex
flows.

The most commonly used turbulence models in dilute two-
phase flow are based on the k-¢ two-equation model. These
models are represented by the approach of Elghobashi and
Abou-Arab (1983) and Rizk and Elghobashi (1989). Transport
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equations of turbulence kinetic energy and its dissipation rate
are retained with the addition of extra terms by particles. The
constants in the original single-phase model are left unchanged,
however these constants were found to change rapidly with
increasing mass loading of light particles from the direct numer-
ical simulation database of particle-laden isotropic turbulence
(Squires and Eaton, 1994). The most prominent problem in
numerical modeling is to model the destruction of extra dissipa-
tion by the presence of particles in e-equation. Values of a new
constant for the destruction of extra dissipation by particles
have been used indicating that the model is poorly established
at this time (Eaton, 1994). If turbulent velocity fluctuations
along particle path are known, the destruction of dissipation by
particles can be calculated (Elghobashi and Abou-Arab, 1983).
Berlemont et al. (1990) have made considerable effort and
progress in this area.

The objective of this study is to extend the understanding
of turbulence modification by particles in complex flows and
turbulent wall jet embedded in a uniform stream is considered
to investigate how particles respond to turbulence in a wall jet
with freestream and how turbulence is modified by the presence
of particles. The wall jet is thought of as a two-layer shear flow
comprising an inner region in which the flow is similar to a
turbulent boundary layer, and an outer layer where the shear-
layer character is more like that of a free shear flow (Launder
and Rodi, 1983). The turbulent wall jet was selected in order
to examine that the particle motion and the turbulence modifica-
tion are influenced by the strong shear in both the free and wall
shear regions, which cannot be observed in boundary layer and
channel flows in which the velocity gradient is steep only near
the wall. The present study considered the effects of variations
in particle Stokes number (ratio of particle relaxation time to
fluid turbulence ) and particle mass loading, on the development
of the boundary layer and the free shear layer in the self-similar
region of the wall jet starting from 20 slot widths downstream
of the nozzle, which was confirmed by the experiments of Zhou
and Wygnanski (1993). In this work, both fluid and particle
velocities were measured by laser Doppler velocimetry with
particle size discrimination, and numerical simulations were
performed by a low-Reynolds-number k-¢ model considering
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Fig. 1 Schematic of air and particle feed system

momentum exchange between both phases and particle Lagran-
gian simulation techniques (Berlemont et al., 1990). Validation
of the present numerical technique is discussed by comparing
with experiments.

2 Experimental Facility and Techniques

The present experiments were performed in a blower-driven,
two-dimensional, vertical turbulent wall jet wind-tunnel. The
air flow was directed vertically downwards and the jet, but not
the freestream, was uniformly loaded with particles, which was
checked by laser Doppler velocimetry (LDV) at the nozzle exit.
Figure 1 depicts the basic air flow and particle supply system.
The air passed through a mixing chamber where aluminum
powder of approximately 1 pm was added as a tracer of the
air. The flow was then divided into two streams and passed
through a set of grids. After the grids, the flow passed though
a 7:1 contraction to the test section. The uniformity of the
freestream was measured with LDV at three spanwise stations,

Nomenclature

Table 1 Fluid flow parameters

Parameters
width of jet b _ 5 mm
jet velocity at nozzle exit Ujy 10 m/s
freestream velocity U.. 2 m/s
Reynolds number Re, 3300

U.JU, 02

momentum thickness 6, 11 mm
friction velocity u¥ 0.15-0.19 m/s
Kolmogorov microscale at Yy, n* 860-1100 pm

* Values in the fully-developed region (x/b = 30-50).

The test section was a rectangular channel, 150 X 100 mm?,
and 800 mm long. The side walls of the test section were optical
glass for optical access for LDV. The particles were then recov-
ered after the test section using a cyclone separator.

Pressure taps were located along the centerline of the jet-side
wall, for measuring the streamwise pressure gradient. Jet efflux
velocity was 10 m/s yielding jet Reynolds number of 3300.
Some of the properties of the flow are presented in Table 1.
The momentum thickness of the upstream boundary layer was
calculated from velocity measurements made near the jet exit
(x/b = 0.2) by

0, = f (Uf/Uw - l)(Uf/Uw)dy|x/b=0.2- (H
0

Friction velocities were estimated by using the relation between
wall shear stresses, 7, and coefficients of skin friction, Cy,
(Bradshaw and Gee, 1962), which was confirmed by the experi-
ments of a self-preserving plane wall jet by Irwin (1973):

7 —0.18
¢, = 0.026 (———Umﬂ;f "“‘*) , @)
r l _ 172
U, = ;W_ = (E Urznax Cf) . (3)
f

The Kolmogorov micro lengthscales at Yy, were estimated in
this study (Tennekes and Lumley, 1972)

Yiuxttr
— (4)

—3/4
N = K"V < ) (k = 041).
v

Three classes of particles were used in the present set of
experiments and their characteristics are compiled in Table 2.

¢ = fluctvating particle concentration
C = mean particle concentration
Jo, = ith component of fluctuating parti-
. cle drag force
J'b, = ith component of instantaneous
particle drag force (Fp, + fp,)
Fp, = ith component of mean particle
drag force
m,, = particle mass
streamwise velocity fluctuation
. = ith component of fluid instanta-
neous velocity
#,, = ith component of particle instanta-
neous velocity
U = streamwise mean velocity

&
o
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U, = instantaneous fluid velocity vec-
tor
Upax = local maximum velocity in the
jet
v = transverse velocity fluctuation
V = transverse mean velocity
V, = instantaneous particle velocity
vector
x = streamwise direction
y = transverse direction
Y.« = distance from the surface where
the local velocity is maximum
Yaxs2 = distance from the surface where
the local velocity is reduced to
one-half of its maximum value
(Ymax/2 > Ymax)

x = von Karmdn constant (x = 0.41)
W = viscosity of air

v = kinematic viscosity of air

vr = eddy viscosity (¢, f.(k*/€))

p = density
T, = particle time constant
(ppd3/18psv)

T, = corrected particle time constant

Subscripts

f = fluid property
p = particle property

Superscripts
— = mean value
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Table 2 Particle properties

Properties Glass Glass Nickel
number mean diameter d, 49.3 pm 140 pm 50.3 ym
stan. dev. of diameter o, 4.85 pm 8.9 um 6.68 pm
density p, 2590 kg/m® 2590 kg/m® 8404 kg/m’
particle time constant 7, 19.1 ms 154 ms 64.6 ms
corrected time constant 7, * 13.6—15.6 ms 70.5-124 ms 45.2-64.6 ms
terminal velocity V, (=7, &) 0.18 m/s 1.51 m/s 0.63 m/s
particle Stokes number St* 0.56-2.2 2.7-117 1.2-9.7
particle mass loading ratio ¢ 0.1 0.3 0.3
particle volumetric fraction 4.6 x 107 1.3 x 107* 43 x 107°
particle Reynolds number range Rey 2.0-54 2.0-20 0.27-6.5

* Values in the fully-developed region (x/b = 30-50).

The corrected particle time constant, for a non-Stokesian parti-
cle, which can be written as
P 4d,p,
Tp = 7 7 N2 7 752
30,Co T, — U)? + (V, — V)
is the time required for a particle in free-fall to accelerate from
rest to 63 percent of its terminal velocity, which time was com-
puted using the drag law given by Morsi and Alexander (1972).
The coefficient of drag, Cp, is a function of the particle Reyn-
olds number which is defined by
_GlV, - Gl
> .

(5)

Re, (6)
The particle size distributions were determined by using succes-
sively smaller sieves and the particle sphericity was checked
using a microscope. The Stokes number is based on the cor-
rected particle time constant and the characteristic timescale of
energy-containing eddy based on the turbulence kinetic energy,
k, and its dissipation rate, ¢, from the computational results.

Velocity statistics of both gas and particle phases were ob-
tained using a He-Ne three-beam LDV (Fleckhaus et al., 1987)
for simultaneous two-component velocity measurements by em-
ploying the polarization of the laser beam. Discrimination be-
tween gas-phase tracers and the particles was done by compar-
ing peak value of amplitude of the pedestal signals and Doppler
frequency was detected by using FFT-type signal processor with
Digital Signal Processor for a poor signal to noise ratio (Ko-
bashi et al., 1991).

Pressure was measured through taps located on the wall of
the jet side along the centerline. The static pressures were mea-
sured by a digital manometer with resolution of 9.8 X 102 Pa.
The streamwise gradient of wall-pressure was 47.8 Pa/m in the
test section.

3 Overview of the Simulation

3.1 Particle Lagrangian Simulation. The particle La-
grangian simulation (Berlemont et al., 1990), which was per-
formed in the present study, relies on calculating the particle
trajectory. The influence of the turbulence field on particles is
represented by tracking a discrete particle and a fluid particle
simultaneously. The difference between the two trajectories is
represented through Eulerian correlations which transfer infor-
mation from the fluid to particle. The instantaneous field veloc-
ity, &, was calculated assuming that the pdf of the fluctuating
velocity field is Gaussian and the statistical properties of the
field are determined by Lagrangian correlations. For dense parti-
cles in air flow, the equation of particle motion reduces to

av,

i -’-;i Co(V, = U)IV, = Uy| + mg + Fy,

(7)
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and the coefficient of drag, Cp, is given by Morsi and Alexander
(1972). The Saffman lift force (1965)

1 éh’if,

FL/_ = 1.615 [J.di <; —6*—

Xj

172
) (sz, - ﬁp,-)v (8)

may influence particle motion in regions of strong shear. In the
present investigation, however, it is impossible to estimate the
instantaneous gradient of fluid velocity at each particle point.
Therefore the lift force term is estimated by

i, — U,
Fy ~ 1.615 pd? (% —fzx—"
j

172
) (’Zf, - dp,»)a (9)

where U, is fluid mean velocity at a grid near a particle point
and Ay; is distance between a grid and the particle point.
Estimation of turbulence scales which affect particle disper-
sion is of importance in the Lagrangian approach (Berlemont
et al,, 1993). The Lagrangian integral time scales are defined
as follows:
TL” = 0.2

(Berlemont et al., 1990), (10)

o [5]

Tip =

o | Sl

(Tennekes and Lumley, 1972). ()

QI [ =

The Eulerian spatial correlation scales which are used in the
computation of the correlations between fluid and particle are

- given by (Tennekes and Lumley, 1972)

Lg, (12)

=3 2
=3 TV,

LEzzz%LEu‘ (13)

3.2 Eulerian Field Simulation. The turbulence quantities
are obtained by solving the continuity equation, the Reynolds-
averaged Navier-Stokes equation and the following transport
equations of turbulence kinetic energy and its dissipation rate:

D
——]E=Pk+Tk+l—Ik+Dk—e—e,,, (14)
Dt
De 1 2 3 4
—D—t:PE+P€+P;+P5+T€+IL+DK—D—D,,. (15)

Each modeled term appeared in the low-Re k-¢ model proposed
by Nagano and Shimada (1993 ) is compiled in Table 3. Squires

Table 3(a) Modeled terms in k-equation

T, (normal component) I, (normal component)

a vy 0k 0 [k Oe
Zpm —0.50 = (2%,

dy <fT o Gy) " oy (6 oy " ')

gy = 1.2

fr=1+ 3.5 exp{—(Rr/100)**}, fi. = exp{—(*/9)), Ry = k*/(ve)
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Table 3(b)) Modeled terms in e-equation

P! +P2+pP:-D P’ T, (normal component) I, (normal component)
¢ e U\ k 9k 3T, 3*U; d (, vroe ] € ok
e_P_ I3 - w + CalV - —/— . . —Caall — 1_w T Jw
Clk [ C2fzk f2VVT(ay2) Ce ¢ dy dy 6y2 3y ra_6 3y C4Vay ( f])kayfl
ge=13, ¢ =145 co=19, c3=0.005 cq=05

fr=11+ exp{—2 X 107*R¥}{1 — exp(— 22R{) I X (1 — f1), Rs=

and Eaton (1994) showed that there is a change in ¢, of the
destruction of dissipation term, D, with increased mass loading
of particles from direct numerical simulation data of particle-
laden isotropic turbulence. To avoid changing in the single-
phase model constants, all the terms are included in the k-
and e-equations which were neglected in the standard model
(Launder and Spalding, 1974). Figure 2 compares the calcu-
lated mean fluid velocity profiles with the experimental results,
showing good agreement in the fully-developed region (x/b =
30-50).

In the two-way-coupling simulation momentum exchange be-
tween dispersed phase and turbulence must be considered
(Shuen et al., 1985; Berlemont et al., 1990). The mean drag
force on particles, Fp,, is added to the momentum equation.
The source or sink of k due to momentum exchange with the
particles, ¢,, is given by

& = o, = &f o, — Uy Fo, (16)
The destruction of extra dissipaﬁon by the presence of particles,
D,, is expressed as the destruction of dissipation term, D:

€
Dp = Cqp Z €p.

(1
The model constant ¢, is usually calibrated to yield good
agreement with a particular laboratory experiment. We calcu-
lated particle-laden turbulent channel flow of Kulick et al.
(1994 ) and the present experiments with several values ranging
from 1.0 to 2.0. Then the value of 1.6 was optimized.

3.3 Boundary Conditions. The initial condition of parti-
cle injection has influenced the Lagrangian statistics. We calcu-
lated the initial quantities of dispersed phase by a two-way-
coupling simulation in a fully-developed channel flow with peri-

odic boundary condition. Range of particle diameter distribution

was not considered at the inlet.

The boundary conditions of flow field are: U; = V, = k = 0,
€, = 20(3 Vk/dy)? at the wall; and 00,/9x = dV,/9x = dk/
Ox = de/dx = O at the outlet. The inlet quantities of the wall
jet were calculated by a fully-developed channel flow simulation
with periodic boundary condition. The inlet conditions of the
free stream were specified from the experimental data: k =
(3/4)(u} + v}), and the dissipation rate of turbulence kinetic

« experiment
— calculation (283188
----- calculation 2]43x]65;

/b=40

T L T U T
x/b=5 x/b=20 x/b=50

T

y mm]

kw1
2 fu fur = exp{—(y*A4))

ev+ vy R

energy was set equal to the centerline value of the wall jet. At
the wall boundaries it was assumed that particles collided in a
perfectly elastic and frictionless manner. This assumption
worked well for particles of a size significantly larger than the
scale of wall roughness. Particle volumetric fractions in this
experiments were less than 5.0 X 107, so that particle-particle
collisions could be neglected and the continuity equation for
carrier fluid remained unchanged by the addition of the particles
(Rizk and Elghobashi, 1989).

4 Uncertainties in Experiment and Simulation

LDV velocity measurements used 2000 samples. The mea-
surement uncertainties in the present experiments, for a 95 per-
cent confidence level, are compiled in Table 4. The two-dimen-
sional nature of the flow in the test section was assured by
making spanwise measurements across the flow. The mean
streamwise velocity was found to vary within 3 percent across
the span of wall jet.

Two types of grid systems (283 X 188 and 143 X 165)
were used to evaluate the grid dependence of the computational
results. The comparisons of Fig. 2 suggest grid-independent
solutions in the calculations. Comparison between the simula-
tion results from 16384 and 32768 (=32°) particles indicated
negligible differences.

5 Results and Discussion

A Cartesian coordinate system (x, y) with the origin on the
jet side wall at the centerline (Fig. 1) is used for all data presen-
tation. Results are presented in the fully-developed region (x/
b = 40 and 50). All of the numerical results in this section
were obtained by ensemble averaging over the trajectories of
32768 particles in the 143 X 165 grid. The term ‘unladen flow’
refers to the gas flow without particles and ‘laden flow’ to the
gas flow in the presence of particles.

5.1 Particle Response to Turbulence. Particles used in
the present experiments can be classified according to the ability
of the particles to respond to shear flows. ‘Responsive’ particles
are those for which the particle Stokes number, St, is around
unity, which refer to 50 um glass particles in this study. 140
pm glass and 50 pm nickel particles are ‘partly responsive’
particles (Hardalupas et al., 1989) which have St of the order
of unity in the fully-developed region. The mean St, which is
based on the characteristic mean timescale of the flow defined
as b/(U, ~ U.), shows larger values, for example, St = 21—
24 for 50 pm glass particles. In the present study, however,
discussion with the mean St is quite controversial, so that the

Table 4 Measurement uncertainties

Mean velocity Fluctuating velocity

gas phase in the

Fig. 2 Mean streamwise velocity profiles of unladen air flow
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a2 presence of particles 3% 5%
) ) particles 0.3% 3%
Us tmis] particle number density 4%

static pressure 9.8 X 1072 Pa
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Fig. 3(c) 50 um nickel particle local volumetric fraction profiles

turbulent St based on the characteristic timescale of energy-
containing eddy with the aid of the computational results was
used.

Figures 3(a)-(¢) show profiles of particle local volumetric
fraction which was evaluated by particle number density. The

Journal of Fluids Engineering

experimental results suggest that responsive particles accumu-
lated the wall and partly responsive particles dispersed uni-
formly in the fully-developed region. The computational results
for responsive particles considering the lift force show the same
trend, in contrast to the results without the lift force. The evalua-
tion of the lift force indicated that if the particle relative veloci-
ties and the instantaneous velocity gradients have same values
for all the particles, the lift force acting on 50 pm glass particles
is approximately three times that on partly responsive particles.
It is observed that effect of the lift force for responsive particles
on particle motion is significant compared to partly responsive
particles. The lift force used in this study was ‘modeled’ and
the experiments of Segré and Silverberg (1962) demonstrated
that, with minor corrections, Saffman’s derivation applies to
particles with Re, < 10 (for 140 um glass particles, 2 < Re,
< 20). Thus discussion may not be beyond controversy, but
the experimental and computational evidence supports the im-
portance of the lift force on smaller particles.

In the wall jet the shear stress near the nozzle exit is stronger
than that in the fully-developed region, so that it can be seen
that the lift force is significant in the developing region. Figure
4 shows profiles of probability density of transverse location
for responsive particles at x/b = 1-10 from the computational
results. It must be noted that responsive particles have tendency
to accumulate near the wall (y/b < 1) due to the lift force.
Without the 1ift force responsive particles dispersed faster, and
the influence in the developing region remained in the fully-
developed region, which means particles dispersed uniformly
in the free shear region shown in Fig. 3(a). The computational
results for partly responsive particles show negligible differ-
ences between with and without the lift force, however, show
higher dispersion compared to the experimental results.

Figures 5(a)-(c) show the variation of particle mean
streamwise velocity with distance from the nozzle exit, distance
from the wall, and particle Stokes number, which are compared
with the same quantities for the unladen and laden air flow. 50
pm and 140 pm glass particles exceed the air flow, which was
predicted by the numerical simulation, due primarily to particle
inertia. Behavior of 50 um nickel particles, however, shows
different trend. The computational results suggest that particles
exceed the air flow, but it is observed that the streamwise parti-
cle relative velocities are small in the experiments. The terminal

— calculation with lift force
----- calculation without lift force

1
2.0
2
&
g
2 ]
£ 01
E
& 00
0.0 05 1.0 15 2.0
0.2 — , .
() x/b=10
01} i
0.0 P ————
0.0 0.5 1.0 15 2.0

yih

Fig. 4 Probability density of transverse location of 50 um glass particle
at (a) x/b = 1; (b) x/b = 5; (c) x/b =10 ’
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Fig.5 Mean streamwise velocity profiles of particles and air in the pres-
ence of (a) 50 um glass particles; (b) 140 um glass particles; (¢) 50 um
nickel particles

velocity of a single 50 um nickel particle is 0.63 m/s; in compar-
ison, at a mass loading of 0.3 the mean slip velocity is approxi-
mately 2 m/s. It is difficult to explain the relationship between
the nickel-particle mean slip velocity and loading. Simple analy-
ses rule out a significant effect of particle-particle collisions. A
possibility is that a large charge could have built up on the
walls, possibly causing the observed difference in the particle
mean velocity profiles. The amount of charge accumulated on
the walls would probably affect motion of nickel particles.

Streamwise particle velocity fluctuations are displayed in
Figs. 6(a)~(c). Responsive particles had nearly the same fluc-
tuation intensity as the turbulence intensity in both the free and
wall shear regions. 140 pm glass and 50 um nickel particles
‘partly’ responded to fluid turbulence. The computational results
for 140 um glass predicted well, and for 50 um glass particles
differences was observed. It is found that the equation of particle
motion used in the present study has ability to express motion
of a particle with a large particle time constant. It is widely
known that the k-¢ model hardly predicts developing region of
fluid turbulence, for example, in this study computed turbulence
intensities show twice as those of experiments at x/b = 1 and
5, and half those at x/b = 10-20. Thus behavior of lighter
particle, which is expressed by Eq. (7), is mostly influenced
by predicted fluid turbulence in the developing region in a turbu-
lent wall jet.

Profiles of transverse particle velocity fluctuations are pre-
sented in Figs. 7(a)—(c). Particle velocity fluctuations were
smaller than flow turbulence intensities in the transverse direc-
tion, because fluid transverse velocity fluctuations occur at
higher frequencies than do streamwise fluctuations, to which
frequencies particles were less able to respond.

4 50 pim glass (ex) ® 140 1
+ 30im hickel (k) — penile Gy,
o laden air (exp) = - len air (cal)
+ unladen air (I;xp) -~ unladen air (cal)
(a) xb=40 /b =50 (b) xib=40 x/b =50 () xlb=40 x/b =50
4 T T "“.‘r [ A T 4T T
¢, 4n b .’:’
b -
3 te g Lo
- L
N H
. *
# #
i |l b
14 of 4 o B
2 e
+*
*
0 Lansntoas® e | "

et
0.00 005 0.10 0.15

Uja~Ue" Uu=Ua

Fig. 6 Streamwise velocity fluctuations profiles of particles and air in
the presence of (a) 50 um glass particles; (b) 140 um glass particles;
{c) 50 um nickel particles
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Upa-Un' Usa-Tu

Fig. 7 Transverse velocity fluctuations profiles of particles and air in
the presence of {a) 50 um glass particles; {(b) 140 um glass particles;
(c) 50 um nickel particles

5.2 Turbulence Modification by Particles. Profiles of
mean streamwise velocity of the gas phase in the presence of
particles are shown in Figs. 5(a)—(c). Partly responsive parti-
cles have a mean slip velocity between both phases that cause
momentum transfer from the particles to the gas phase. In the
fully-developed region the laden fluid mean velocities were
decelerated due to partly responsive particles. The numerical
simulation used in this study has an ability to predict the same
behavior, therefore the momentum exchange between particles
and fluid turbulence is mainly due to the particle drag. The laden
air velocities in the presence of responsive particles exceed the
unladen air near the wall (y/b < 1), which was not observed
in the computational results. Simple analysis shows that the
effect of mean particle drag on the mean momentum equation
may be positive, which is impossible in the present simulations.

Profiles of streamwise turbulence intensity are illustrated in
Figs. 6(a)~(c). Streamwise turbulence intensities were attenu-
ated more strongly in the free shear layer region than near the
wall in the fully-developed region. Attenuation of streamwise
turbulence intensity by partly responsive particles is increased
with distance from the wall. The present numerical simulations
agree well with the experimental results in the streamwise direc-
tion. The model constant ¢, has-a wide range of values in the
k-¢ model. Rizk and Elghobashi (1989) used c., = 2, Berlemont
et al. (1990) used ¢, = 1.9, and Rizk et al. (1993) used ¢, =
1.7. The value of 1.6 was determined to use in order to obtain
the same degree of attenuation of turbulence kinetic energy; in
the experiments the turbulence kinetic energy was estimated
from the streamwise and transverse turbulence intensities, & =
B/ (u} + v}).

It was observed from Fig. 6(a) that streamwise turbulence
intensities in the presence of responsive particles were aug-
mented for y/b < 2.5 in the experiments. While the computa-
tional results show no change compared with the unladen flow.
Several reasons may be considered. The first is that change in
mean streamwise velocity gradients modifies the streamwise
turbulence intensities and particles augment streamwise turbu-
lence. The second is that particle-turbulence interactions cause
the streamwise turbulence augmentation. The present numerical
simulations suggest that momentum exchange between respon-
sive particles and fluid turbulence cannot represent augmen-
tation of streamwise turbulence intensity, which means that
change in velocity gradients do not contribute the augmentation.

Profiles of transverse turbulence intensity are displayed in
Figs. 7(a)~-(c). The variation of transverse turbulence intensity
with Stokes number and distance from the wall differs in several
respects from that in the streamwise direction. The degree of
turbulence attenuation in the transverse direction was larger
than that in the streamwise direction. Especially in the presence
of responsive particles, the transverse turbulence intensities
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Fig. 8 Profiles of Reynolds stress of the gas phase in the presence of
(a) 50 um glass particles; (b) 140 um glass particles; (¢) 50 um nickel
particles

were suppressed both the free and wall regions, which shows
the opposite trends compared to the streamwise turbulence in-
tensities. The computational results show reduction of trans-
verse turbulence intensity by partly responsive particles, in spite
of overpredicted values. However, the present numerical simu-
lations cannot predict strong reduction of transverse turbulence
intensity near the wall by responsive particles.

Figures 8(a)—(c) show profiles of Reynolds stress of the
gas phase in the presence of particles. Reynolds stresses in the
free shear layer region were strongly modified by all the parti-
cles. The computational results show good agreement in the
presence of partly responsive particles. Apparent changes in
Reynolds stress by particles in the free shear region were pri-
marily attributed to modifications of the mean velocity gradient.

It can be concluded that turbulence attenuation by partly
responsive particles is mainly due to momentum exchange be-
tween the two phases, which is ensured by the present numerical
simulation techniques.

5.3 Analytical Examination of Effect of Small Particles
on Turbulence Modification. Modifications of the gas-phase
mean velocity profiles (Fig. 5) and changes in the Reynolds
stress (Fig. 8) alter the rates of production of turbulence kinetic
energy, as displayed by the profiles at x/b = 50 in Figs. 9(a)-
(¢). Each term is normalized by velocity difference and kine-
matic viscosity of air. Production term for the experimental case
is calculated by

P k= —W %’ .

P (18)

The extra dissipation due to particles, €,, (Eq. (17)) reduces
to

€p = =

o 1 _ o
(g, — drwy) + —= (Uy, — Up) ey,
PrTp PrT

fip

W),
PrTp

where 7§ is mean corrected particle time constant. The values
of 7, were calculated by the experimental value of particle
mean slip velocity for each component, while 7, was obtained
to ensemble in each control volume in the simulations. Squires
and Eaton (1990) showed that if the particle concentration dis-
tribution is random the correlation term T, and the triple corre-
lations terms Cugit; and Cuiguy, are negligible compared to the
other terms with direct numerical simulation data of particle-
laden isotropic turbulence. Correlation between fluid and parti-
cle velocity fluctuations is unknown in the experiments, so that
Eq. (19) simplifies to

Journal of Fluids Engineering

€, = —C_—C 2k,
PrTp
where C is mean particle concentration which was calculated
by the experimental values of particle local volumetric fraction
multiplied by particle density. In Fig. 9, the extra dissipation
term for the experimental case was evaluated by Eq. (20) and
for the numerical case was calculated by Eq. (16).

Figures 9(5) and 9(c) show that turbulence production was
strongly affected by partly responsive particles in the free shear
layer region, due primarily to modifications in gas-phase mean
velocity. It is observed that the dissipation rate of turbulence
kinetic energy in the simulations decreased and the simplified
extra dissipation by particles was a significant factor in turbu-
lence attenuation by ‘partly responsive’ particles. In the pres-
ence of ‘responsive’ particles the simplified extra dissipation
term had large values compared to the computed extra dissipa-
tion term. The present numerical simulation techniques have no
ability to predict the streamwise turbulence augmentation (Fig.
6(a)), strong attenuation of transverse turbulence intensity near
the wall (Fig. 7(a)) and different values of Reynolds stress near
the wall (Fig. 8(a)) in the presence of 50 um glass particles.

Correlation between fluid and particle velocity fluctuations,
s, which was neglected in equation (20) is a possibility to
analyze turbulence modification by 50 um glass particles. The
fluid/particle correlation u,u,, is estimated by numerical results:

(20)

T, = i, - U Ty 1)
Figures 10(a)-(c) depict profiles of correlation between fluid
and particle velocity fluctuations in the presence of particles at
x/b = 50 from the computational results. Fluid/particle correla-
tion was smaller than the turbulence intensity, which means the
term upu; — sy, is always positive. As particle velocities ex-
ceeded the gas-phase velocities, the spectrum of turbulencefiuc-
tuations seen by a particles may shift to a high frequency. This
decreases the fluid/particle correlation and increases turbulence
attenuation. Although the influence of fluid/particle correlation
on turbulence attenuation must be small when particle Stokes

® laden air (exp) — laden air (cal)
o unladen air (gxp) ----- unladen air (cal)

normatized by T ~Tx)* fv [x10°7]

Fig. 9 Profiles of turbulence kinetic energy budget of the gas phase in
the presence of (a) 50 um glass particles; (b} 140 um glass particles;
{c) 50 um nickel particles at x/b = 50
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Fig. 10 Profiles of correlation between fluid and particles velocity fluc-
tuations in the presence of (a) 50 um glass particles; (b) 140 um glass
particles; (¢) 50 um nickel particles at x/b = 50

number is of order of unity, measurements of this quantity
are required. Knowledge of the spectrum of the fluid velocity
fluctuations along the path of a moving particle is needed to
estimate the fluid/particle correlation and the dissipation of tur-
bulence kinetic energy by particles (Elghobashi and Abou-
Arab, 1983; Eaton, 1994).

Based on the Gore and Crowe (1989) correlation the ratio
of diameter of 50 um glass particles, d,,, to characteristic length
scale, [,, by turbulence kinetic energy k and its dissipation rate
¢ from the computational results shows 0.005. This means that
50 um glass particles always attenuate turbulence intensity be-
cause of d,/1, < 0.1. However, the Gore and Crowe correlation
cannot be used to represent the responsive difference between
50 um glass and nickel particles and to show the turbulence
modification by 50 um glass particles in the present wall jet.

It can be concluded from Figs. 9 and 10 that the extra dissipa-
tion which is a function of particle mean concentration and fluid
turbulence makes a contribution to turbulence attenuation by
partly responsive particles in the fully-developed region. Fig-
ures 9(a) and 10(a) suggest that turbulence model based on
single time scale considering momentum exchange between
both phases cannot represent turbulence modification by 50 ym
glass particles at a low mass loading.

6 Conclusions

Particle response and turbulence modification by particles in
a turbulent wall jet with free stream were examined. Motion of
responsive particles, which have the particle Stokes number of
around unity was influenced by the strong shear in the devel-
oping region, and accumulated near the wall and responded to
the streamwise turbulence intensity in the fully-developed re-
gion. Partly responsive particles, which have the particle Stokes
number of order of unity, were dispersed uniformly in the fully-
developed region, which was affected by the shear region in
the developing region. All the particles less responded to trans-
verse flow turbulence, because the transverse velocity fluctua-
tions occur at higher frequencies to which particles were less
able to respond. The particle Lagrangian and Eulerian field
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simulations predicted well behavior of particles, which was in-
fluenced by the lift force.

Fluid mean streamwise velocities were modified by the addi-
tion of particles in the free shear layer region, which induced
the modifications of the Reynolds stress profiles. In the fully-
developed region particles reduced strongly the streamwise tur-
bulence in the free shear layer region, while the transverse
turbulence intensity was attenuated both near the wall and in
the free shear layer region. It was revealed from turbulence
kinetic energy budget profiles and small value of the correlation
between fluid and particle velocity fluctuations that the extra
dissipation, which is a function of particle mean concentration
and fluid turbulence, contributed to turbulence attenuation by
“‘partly responsive’’ particles in the fully-developed region.
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Forcing on a Swirling Jet
With Vortex Breakdown

Nonaxisymmetric forcing was applied to the vortex breakdown flowfield of a strongly

swirling jet and its effects were investigated experimentally. It is shown that the
spreading rate of the jet can be increased due to the excitation of the helical mode
instability of the breakdown flowfield. This can be achieved for extremely low ampli-

tudes of excitation.

1 Introduction

Early experiments on strongly swirling jets showed that a
large recirculation region exists around the jet exit (Syred and
Beer, 1974). It is now well known that this recirculation region
is a result of the vortex breakdown phenomenon. Vortex break-
down, which is a rapid axial deceleration of the core of a swirl-
ing flow, has been observed in many technological and natural
flow fields: swirl combustors (Syred and Beer, 1974), suction
tubes of pumps and draft tubes of turbines (Escudier, 1987;
Falvey, 1971), leading-edge vortices over delta wings (Peck-
ham and Atkinson, 1957), tornadoes and dust devils (Burggraf
and Foster, 1977; Lugt, 1983). While it is undesirable in many
cases, it has favorable effects in swirl combustors. The break-
down produces a reversed flow region and enhances the mixing
between fuel and air (Syred and Beer, 1974 ). The present exper-
iments were performed to investigate the feasibility of flow
control in vortex breakdown flowfields with an application to
improve mixing.

Several experimental studies have been conducted in order
to understand the nature of vortex breakdown. These observa-
tions and different explanations of the phenomena based on
instability, wave propagation and flow stagnation are summa-
rized in several review articles (Hall, 1972; Leibovich, 1984,
Escudier, 1988). Although the fundamental cause of breakdown
is not well understood, the nature of the wake region was subject
to several investigations. Periodic oscillations were observed in
a variety of swirling flows after breakdown occurred. Among
them are a confined vortex in a tube (Garg and Leibovich,
1979), swirling jets (Chanand, 1965; Cassidy and Falvey,
1970), wing tip vortex (Singh and Uberoi, 1976) and leading-
edge vortices over delta wings (Roos and Kegelman, 1990;
Gursul, 1994). Garg and Leibovich (1979) carried out single
point LDV measurements in the wakes of breakdown in a tube
and observed coherent oscillations. They suggested that the
measured frequencies correspond to the theoretical predictions
by Lessen et al. (1974) for the first helical mode of the time-
averaged mean flow profiles, assuming that the oscillations are
the disturbances with the maximum growth rate. The distur-
bances are represented as exp {i(ax + n¢ — wt)}, where w is
the frequency, a the wavenumber in the axial direction and
n the wavenumber (an integer) in the angular direction. The
experiments in a tip vortex (Singh and Uberoi, 1976) also
showed coherent velocity fluctuations, which were shown to be
a helical mode with the help of simultaneous two-point hot-
wire measurements at ¢ = 0 deg and ¢ = 180 deg. However,
all these previous experiments could not distinguish between n
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= +1 and » = —1. Experiments on leading-edge vortices over
delta wings (Gursul, 1994) with the help of two-point pressure
and velocity measurements by varying the azimuthal angle
showed that » = +1. In all these swirling flows, vortex break-
down was the common feature. Thus, the evidence indicates
that the flow in the breakdown region is unstable to helical
disturbances. It should be noted that the helical mode instability
is an indication of a centrifugal instability (Leibovich, 1984).

Several theoretical studies of helical mode instabilities in
swirling flows are available (Lessen et al., 1974; Duck and
Foster, 1980; Khorrami, 1991; Mayer and Powell, 1992). These
researchers studied the stability of the Q-vortex, where the axial
velocity profiles is represented as W = exp(—r?). However, as
discussed earlier by Panda and McLaughlin (1994 ), axial veloc-
ity profiles of the strongly swirling jets (with vortex break-
down), as in this experimental work, are different than the one
given for the Q-vortex. The experimental velocity profiles are
wake-like near the jet axis, but have a local maximum at a
certain radius and vanish at large distances away from the axis.
The shear layer around the wake profile can support the Kelvin-
Helmbholtz waves. It is also certain from the experimental inves-
tigations (Syred and Beer, 1974 ) that the helical mode instabil-
ity exists in the vortex breakdown flow field of jets. Moreover,
the growth of the Kelvin-Helmholtz instability waves around a
strongly swirling jet ( with vortex breakdown ) is relatively small
and vortex pairing is suppressed (Panda and McLaughlin,
1994). Therefore, the increased entrainment and spreading rates
of strongly swirling jets cannot be related to the Kelvin-Helm-
holtz instability. It has been suggested by Panda and McLaugh-
lin (1994) that the centrifugal instabilities may be responsible
for larger entrainment in the shear layer. Although the exact
mechanism for larger entrainment and spreading rates is not
known, it can be argued that vortex breakdown plays an im-
portant role.

The helical mode instability (which is related to the centrifu-
gal instability ) may be a key aspect of the enhanced mixing and
entrainment mechanism in strongly swirling jets. The purpose of
the present investigation is to excite the helical mode instability
of the vortex breakdown flow field. It is expected that this
excitation may affect the development of the flow field and
enhance the mixing and entrainment. Nonaxisymmetric forcing
was applied to the breakdown flow field of a strongly swirling
jet. This led to excitation of the helical mode at any desired
frequency. Effects of forcing on the flow field were investigated.

2 Experimental Facility

Experiments were conducted in air using the setup shown in
Fig. 1, which consisted of a stagnation chamber and a nozzle.
The chamber has a circular cross-section of 38 cm in diameter
and the nozzle diameter is 5 cm. The air, which is supplied by
a blower, passes through a baffle, honeycomb and screens before
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Fig. 1 Experimental setup (top); vane geometry and mechanism for swirl adjustment (bottom)

entering the swirl section. A set of guide vanes consisting of
16 streamlined foils, placed symmetrically in the azimuthal di-
rection is used to generate swirl. The amount of swirl is con-
trolled by adjusting the angle of the guide vanes. The turbulence
level at the nozzle exit for the nonswirling jet was 0.5 percent.

The purpose of this experiment was to introduce perturbations
to the core of the vortex whose vorticity originates from the
boundary layer shed from the centerbody (see Figure 1). The
nonaxisymmetric forcing was generated by a 25.4 cm diameter
woofer connected to the jet exit by a tube of 3 mm diameter
as shown in Fig. 2. The woofer was driven by a power amplifier
and function generator. This type of forcing was shown to be
effective because of pumping the fluid rather than emitting
acoustic waves (Williams et al., 1991). Since the fluid is
pumped periodically in the radial direction, the forcing induces
radial velocity fluctuations on the axis and excites the first heli-
cal mode |n| = 1, which is the only mode that has nonzero

)

' direction of swirl

Fig. 2 Schematic of nonaxisymmetric forcing by woofer
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radial velocity on the axis (Leibovich, 1984). For all other
modes, the radial velocity must be zero on the centerline. (This
comes from the requirement of bounded velocity on the axis of
rotation and can be proved with the continuity equation ( Lessen
et al., 1974)). The rms velocity fluctuation level at the exit of
the 3 mm diameter tube (with no jet flow) was measured with
a hot-wire anemometer and was used as a reference for the
forcing level. Since the forcing system is completely closed,
there is no net mass addition. However, there is a net momentum
addition (Williams et al., 1991). The dimensionless momentum
coefficient is defined as the ratio of the momentum flux from
the forcing tube to the momentum flux of the jet, C = (v'/
U)*(dID)?, in which v’ is the rms velocity fluctuation level at
the exit of the 3 mm diameter tube, U is the average axial
velocity at the nozzle exit, d and D are the diameters of the
forcing tube and nozzle respectively. Throughout the experi-
ments, the momentum coefficient was kept constant at a very
small value (C = 0.0001).

Near-field pressure measurements were made outside the jet
with a piezoelectric transducer (PCB, model 103A). The pres-
sure transducer is 5.6 mm high, 9.4 mm in diameter and has a
pressure orifice measuring 2.54 mm in diameter. A single hot-
wire probe was also used to monitor the spectral features of the
unsteady flow. Pressure and velocity signals were processed by
a two channel signal analyzer (HP 35660A). The time-averaged
velocity measurements were made with a five-hole probe
(United Sensor, 3.1 mm in diameter) connected to a differential
pressure transducer (Setra, model 239). Although the probe
interference resulting in premature breakdown is a concern in
this type of flows, the velocity measurements are found much
less sensitive to a probe placed sufficiently downstream of the
breakdown point (where the axial velocity becomes zero)
(Payne et al., 1989). In this study, the measurements were taken
well downstream of the breakdown location and the near-field
pressure fluctuations were monitored. There was no noticeable
difference in pressure fluctuations with and without the velocity
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Fig. 3 Near field pressure spectra along the jet boundary for the un-
forced jet. Vertical scale is logarithmic in arbitrary units.

probe in the flowfield. Experimental uncertainty for mean veloc-
ity measured by the five-hole probe was estimated as 1 percent,
based on the uncertainty in pressure measurements and the un-
certainty in measuring the flow angles during the calibration
process, using the standard procedures (Kline, 1985). The un-
certainty for velocity fluctuations measured by the hot-wire
probe was estimated as 3 percent, using the results given by
Perry (1982). For pressure fluctuations, the uncertainty was
estimated from the calibration of the pressure transducer as 5
percent. The location of the breakdown was observed by releas-
ing smoke on the axis of the centerbody of the apparatus.

3 Results

For small amounts of swirl, the breakdown location is far
downstream, and moves upstream with increasing swirl level.
It enters the nozzle and reaches the centerbody for I'/UD =
0.6, where I is the circulation. The circulation at the trailing-
edge of the swirl vanes was used in the swirl parameter I'/UD
and it was calculated from the geometry of the guide vanes
(Sarpkaya, 1971). The experiments were carried out for I'/UD
= (.82, therefore the vortex breakdown is located near the
centerbody. Detailed measurements of the azimuthal component
of velocity with the five-hole probe provided a value of circula-
tion that is 4 percent larger than the above estimate. The Reyn-
olds number based on jet exit diameter was 50,000.

For the unforced jet, pressure spectra along the jet boundary
are shown in Fig. 3. The jet boundary was defined as the location
where the local mean velocity was 5 percent of the maximum
jet velocity at the jet exit. The jet boundary is shown with the
dashed lines (see inset in Figure 3) along with a sketch of the
axial velocity profiles. The sharp peak near the jet exit is due
to the fluctuations induced by the natural helical mode instabil-
ity. This was verified by using two transducers and measuring
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the phase angle between the two pressure signals at x/D = 0.12.
The first transducer was located at ¢ = 0 deg while the second
one was located at different azimuthal angles (45, 90 and 180
deg). Cross-spectral analysis provided the phase angle between
the pressure fluctuations measured with the two transducers. If
the pressure fluctuations at ¢ = 0° and ¢ = ¢ are represented
as cos (wt) and cos (wt — @) respectively, variation of the
phase angle @ is shown as a function of the azimuthal angle ¢
in Fig. 4. The slope of the straight line is 45° which means that
the azimuthal wavenumber is unity (n = 1). Note that the
positive azimuthal direction is the swirl direction (Fig. 2). It
is also clear that the disturbance rotates in the same direction
as the vortex. It is well known from linear stability theory
(Lessen et al., 1974) that, for a jet-like axial velocity profile,
the flow is most sensitive to the helical mode disturbances rotat-
ing in opposite direction to the mean swirl. These are the invis-
cid modes with the maximum growth rates two orders of magni-
tude larger than the viscous modes. However, as Khorrami
(1991, p. 200) points out: *‘. . . the translation or inversion of
the axial velocity affects the frequency only while the growth -
rate remains unchanged. This is correct but it should also be
noted that inversion of the axial velocity profile causes the sign
of the unstable azimuthal wavenumber, n, to change.”” For a
wake-like velocity profile, the flow is most sensitive to the
helical mode disturbances rotating in the same direction as the
mean swirl. Since the breakdown flow fields always have wake-
like axial velocity profile, they support instabilities rotating in
the same direction as the main vortex. Although the theory
cannot predict which azimuthal wavenumber will be amplified,
the experiments in a tube (Garg and Leibovich, 1979), tip
vortex (Singh and Uberoi, 1976) and leading-edge vortices over
delta wings (Gursul, 1994 ) suggest that n = 1, whenever vortex
breakdown occurs.

An attempt was made to compare the measured frequency of
the helical mode instability with the results of the stability the-
ory. The measured velocity profiles differ from that of the Q-
vortex, except very near the nozzle exit, as will be shown later.
The axial and swirl velocity profiles for the Q-vortex are given,
respectively, in the following form:

W = exp(—r?)
V =gl — exp(~r?)}/r

Using the velocity profile at x/D = 0.12 and curve-fitting, the
parameter ¢ was found to be 1.04. Lessen et al. (1974) provided
the axial wavenumber and phase speed of the most amplified
disturbances for the first helical mode. By using this informa-
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tion, the frequency was estimated as f, = 160 Hz, while the
dominant frequency of the spectrum in Figure 3 was fi,, = 190
Hz. The agreement is reasonable, considering the very rapid
variations in the velocity profiles near the jet nozzle.

Returning to Fig. 3, the spectra near the jet exit, x/D = 0.12,
and at x/D = 1 show approximately the same peak frequency.
However, for x/D = 1, the peak of the spectra shifts to smaller
frequencies with increasing streamwise distance, while the en-
ergy around the peak frequency becomes more distributed. Vari-
ation of the Strouhal number based on the peak frequency, St
= fD/U, as a function of streamwise distance is shown in Fig.
5. The rapid decrease of the peak frequency is believed to be
due to the rapid spreading of the jet. The mean axial velocity
profiles for swirling and nonswirling jets are shown at three
different streamwise location in Fig. 6(a). The mean velocity
distributions show that the jet diverges quickly for x/D = 1.
For the swirling jet, the swirl velocity profiles (not shown here)
are similar to a solid body rotation near the centerline and to
a potential vortex at large distances from the centerline. The
maximum axial and swirl velocity (normalized by the maximum
axial velocity at the jet exit) are shown in Fig. 6(b) as a function
of streamwise distance. The mean axial and swirl velocities
decay very quickly with the streamwise distance. Since the first
helical mode instability (» = 1) appears to be rotating at the
solid body rotational speed (Roos and Kegelman, 1990; Syred
and Beer, 1974), the rapid decrease of the swirl velocity is the
reason for large changes in the Strouhal number.

In order to study the jet response to forcing, a single hot-
wire probe was located at » = D/2 at different streamwise
positions (for ¢ = 90 deg). The excitation frequency was varied
while keeping the momentum coefficient constant (C =
0.0001). This required adjustment of the input voltage to the
acoustic driver. Since the acoustic pressure intensity strongly
depends on forcing frequency, velocity fluctuations are a better
measure of forcing. It should be kept in mind that the results are
only qualitative, because the single hot-wire probe is sensitive to
the magnitude of the velocity vector in the three-dimensional
flow field. Figure 7 shows the amplitude of velocity fluctuations
as a function of the forcing frequency. The frequency at which
the amplitude of velocity fluctuations is maximum varies with
streamwise distance. This most amplified frequency at a particu-
lar streamwise location is the same as the dominant frequency
for the unforced jet (see Fig. 3) at the same location. This
confirms that the helical mode instability is indeed excited with
this forcing. The most amplified frequency varies accordingly
as the local velocity profiles develop in the streamwise direction.

This result suggests that forcing at high frequencies (corre-
sponding to x/D < 1) may. not be effective. Therefore, it was
decided to study the effect of forcing at lower frequencies.
Forcing was applied at St = fD/U = 0.08, which corresponds
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Fig. 6 (a) Axial velocity profiles for swirling and nonswirling jets (top);
{b) normalized maximum axial and swirl velocities as a function of
streamwise distance (bottom)

to the most amplified frequency for x/D ~ 4. The mean axial
velocity distributions, with and without forcing, are compared
in Fig. 8. The mean velocity measurements were carried out
along the radius at azimuthal angle ¢ = 90 deg. (Recall that
forcing is applied at ¢ = 0°). The symmetry checks showed
that the mean flow is symmetrical within the measurement do-
main (x/D = 5). Due to the inability of the five-hole probe to
detect reversed flow, no measurement is available near the axis
around the jet exit. Figure 8 shows that, while there is not much
difference near the jet exit, forcing increases the spreading of
the swirling jet for x/D = 2. It should also be noted that the axial
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Fig. 7 Amplitude of the velocity fluctuations at r = D/2 normalized by
the value for unforced case as a function of the forcing frequency
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velocity profiles near the nozzle exit and farther downstream are
very different. Initially, the velocity profile is wake-like with
reversed flow around the axis. Except for the thin region of
boundary layer near the wall, the axial velocity is fairly uniform
in the rest of the profile. This profile is similar to the Q-vortex
(which was studied extensively by Lessen et al., 1974), if the
boundary layer near the wall is neglected. On the other hand,
farther downstream, the velocity profiles show a minimum on
the axis and have a local maximum at a certain radius and
vanish at large distances away from the axis.

The variation of momentum thickness for two different forc-
ing frequencies is shown together with that of the unforced jet
in Fig. 9. The forced jets become thicker than the unforced jet.
At the higher forcing frequency, the enhanced spreading of the
jet starts earlier. However, at large distances, the two cases reach
approximately the same momentum thickness. Comparison of
near-field pressure spectra along the jet boundary for the un-
forced and forced jet is shown in Fig. 10 for St = 0.08. It is
evident that the dominant frequencies of the spectra of the un-
forced jet are still observed for the forced jet. The amplitude at
the forcing frequency is very small near the jet exit. The spectra
show the growth of the amplitude at the forcing frequency up
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Fig. 9 Variation of momentum thickness for unforced and forced
(St = 0.08 and 0.20) jets
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Fig. 10 Near field pressure spectra along the jet boundary for unforced
(dashed lines) and forced (solid line) jets. Vertical scale is linear in arbi-
trary units, St = 0.08. Forcing frequency is indicated with an arrow.

to x/D = 3, thereafter a gradual decay. Higher harmonics of
the forcing frequency are also observed in the spectra for x/D
= 2 and 3. The energy of the fluctuations appears to increase
with forcing. The variation of rms pressure fluctuations along
the jet boundary for unforced and forced jets is compared in
Fig. 11. All the evidence presented here indicates that the helical
mode becomes more energetic as a result of forcing. This, in
turn, increases the spreading of the jet. Although the exact
mechanism of how the forcing produces increases in jet spread-
ing is not clear, its relation to the helical mode instability of
vortex breakdown flowfield has been demonstrated.

4 Conclusions

Nonaxisymmetric forcing was applied to the vortex break-
down flowfield of a strongly swirling jet and its effects were
investigated. Due to the large swirl parameter, vortex break-
down was already located inside the jet nozzle for the unforced
jet. It was shown that, for the unforced jet, periodic oscillations
are due to the helical mode instability of the vortex breakdown
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Fig. 11 Variation of rms pressure fluctuations along the jet boundary
for unforced and forced jets, St = 0.08
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flowfield. The dominant frequency detected in the spectrum
decreases quickly in the streamwise direction due to the rapid
spreading of the jet. Radial velocity perturbations generated by
a woofer were introduced into the flow near the jet exit. The
radial velocity fluctuations induced on the axis excite the first
helical mode, which is the only mode that has nonzero radial
velocity on the axis. With this closed forcing system, zero net
mass is added, however, there is nonzero momentum addition.
The mean velocity profiles show that forcing increases the
spreading of the swirling jet. The initial variation of momentum
thickness depends on the forcing frequency, whereas the asymp-
totic behavior is the same. It is concluded that the helical mode
becomes more energetic as a result of the forcing and increases
the spreading of the jet. It should be noted that this has been
achieved for an extremely low level of excitation (momentum
coefficient C = 0.0001).

Acknowledgment

This work is supported by a grant from the University Re-
search Council, University of Cincinnati.

References
Burggraf, O., and Foster, M, R., 1977, “‘Continuation or Breakdown in Tor-
nado-Like Vortices,”” Journal of Fluid Mechanics, Vol. 80, Part 4, pp. 685-703.
Cassidy, J., and Falvey, H. T., 1970, ‘‘Observations of Unsteady Flow Arising
After Vortex Breakdown,”” Journal of Fluid Mechanics, Vol. 41, pp. 727-736.

Chanaud, R. C., 1965, ‘‘Observations of Oscillatory Motion in Certain Swirling

Flows,”’ Journal of Fluid Mechanics, Vol. 21, pp. 111-127.

Duck, P. W., and Foster, M. R., 1980, ‘‘The Inviscid Stability of a Trailing
Line Vortex,”” Journal of Applied Mathematics and Physics (ZAMP), Vol. 31,
pp. 524-532.

Escudier, M., 1987, “‘Confined Vortices in Low Machinery,”’ Annual Review
of Fluid Mechanics, Vol. 9, pp. 27-52,

Escudier, M., 1988, ‘‘Vortex Breakdown: Observations and Explanations,”
Progress in Aerospace Sciences, Vol. 25, pp. 189-229,

Journal of Fluids Engineering

Falvey, H. T., 1971, “‘Draft Tube Surges. A Review of Present Knowledge
and an Annotated Bibliography,”* US Bureau of Reclamation, Rep. REC-ERC-
71-42.

Garg, A. K., and Leibovich, S., 1979, “‘Spectral Characteristics of Vortex
Breakdown Flowfields,”” The Physics of Fluids, Vol. 22, pp. 2053-2064.

Gursul, 1., 1994, *‘Unsteady Flow Phenomena over Delta Wings at High Angle
of Attack,”” AIAA Journal, Vol. 32, No. 2, pp. 225-231.

Hall, M. G., 1972, *“Vortex Breakdown,”” Annual Review of Fluid Mechanics,
Vol. 4, pp. 195-217.

Khorrami, M., 1991, ““On the Viscous Modes of Instability of a Trailing Line
Vortex,”” Journal of Fluid Mechanics, Vol. 225, pp. 197-212.

Kline, 8. J., 1985, “‘The Purpose of Uncertainty Analysis,”” ASME JOURNAL
OF FLUIDS ENGINEERING, Vol. 107, June, pp. 153-160.

Leibovich, S., 1984, “*Vortex Stability and Breakdown: Survey and Extension,”
AIAA Journal, Vol. 22, pp. 1192—1206.

Lessen, M., Singh, P. J., and Paillet, F., 1974, ‘“The Stability of a Trailing
Line Vortex. Part 1. Inviscid Theory,”” Journal of Fluid Mechanics, Vol. 63, pp.
753-763.

Lugt, H. J., 1983, Vortex Flow in Nature and Technology, John Wiley, New
York, pp. 191-194.

Mayer, E. W., and Powell, K. G., 1992, ‘*Viscous and Inviscid Instabilities of
a Trailing Vortex,”” Journal of Fluid Mechanics, Vol. 245, pp. 91-114.

Panda, J., and McLaughlin, D. K., 1994, ‘‘Experiments on the Instabilities of
a Swirling Jet,”” Physics of Fluids, Vol. 6, pp. 263-276.

Payne, F. M., Ng, T. T., and Nelson, R. C., 1989, ‘‘Seven Hole Probe Measure-
ment of Leading-Edge Vortex Flows,” Experiments in Fluids, Vol. 7, pp. 1-8.

Peckham, D. H., and Atkinson, S. A., 1957, ‘‘Preliminary Results pf Low
Speed Wind Tunnel Tests on a Gothic Wing of Aspect Ratio 1.0, Aero. Res.
Council., CP 508, pp. 16-17.

Perry, A. E., 1982, Hot-Wire Anemometry, Oxford University Press, New York.

Roos, F. W, and Kegelman, J. T., 1990, “*Recent Explorations of Leading-
Edge Vortex Flowfields,”” NASA High Angle-of-attack Technology Conference,
NASA Langley Research Center, VA, Oct. 30—Nov. 1.

Sarpkaya, T., 1971, “‘On Stationary and Traveling Vortex Breakdowns,” Jour-
nal of Fluid Mechanics, Vol. 45, pp. 545-559.

Singh, P. L., and Uberoi, M. S., 1976, “‘Experiments on Vortex Stability,”” The
Physics of Fluids, Vol. 19, No. 12, pp. 1858—1863.

Syred, N., and Beer, J. M., 1974, *‘Combustion in Swirling Flows: A Review,”’
Combustion and Flame, Vol. 23, pp. 143-201.

Williams, D., Acharya, M., Bernhardt, I, and Yang, P., 1991, ““The Mechanism
of Flow Control on a Cylinder with the Unsteady Bleed Technique,”” AIAA 91-
0039, 29th Aerospace Sciences Meeting, January 7—10, 1991, Reno, NV,

JUNE 1996, Vol. 118 / 321

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The Experimental Investigation

K. R. Mutama

Ventilation & Air Conditioning Engineer,
BHP Copper Inc.,

Box M,

San Manuel, AZ 85631

Assoc. Mem. ASME

of Jet Fan Aerodynamics Using
Wind Tunnel Modeling

Jet fan aerodynamic behavior was investigated using wind tunnel modeling. Condi-

A. E. Hall

Associate Professor.

Ventilation Laboratory

University of British Columbia,
Department of Mining & Mineral
Process Engineering,

6350 Stores Rd.,

Vancouver, B.C. Canada V6T 124

tions were created to simulate mine and vehicular tunnel ventilation where these fans
are finding increased application. Results showed that the ability of a jet fan to
entrain air depends on its proximity to the tunnel wall. Moving the jet fan toward
the wall increased the initial pressure drop below ambient in a significant length of
the tunnel. This increased the volume of air entrained despite the existence of a large
recirculation eddy or back flow whose size diminished as the jet fan was traversed
toward the tunnel axis. When the jet fan was located at the tunnel axis the flow was
very unstable close to the walls of the tunnel and it had a tendency to reverse

itself with periods coinciding with the jet oscillation behavior. The complete set of
measurements obtained are suitable for CFD code validation and modeling.

Introduction

Jet fans are free-standing, unducted axial flow fans used in
mine and vehicular tunnel longitudinal ventilation. Their appli-
cation in mining operations includes pressure boosters and ven-
tilation of development ends, underground workshops, battery
charging bays, pump and machine chambers. In industrial appli-
cations, they are used for road tunnel ventilation, cooling of
furnaces and kilns, degassing of tanks and ship hulls; and venti-
lation of service tunnels during repairs. They operate by dis-
charging an air jet in the area to be ventilated.

The jet fan exchanges its momentum with the surrounding
secondary air in exactly the same manner as jet pumps, hence
the fan delivers a volume much greater than its own inlet vol-
ume. Abramovich (1963 ) describes the air distribution in a dead
end channel supplied by a jet. In underground mine auxiliary
ventilation, jet fans are used to boost air pressure and to direct
airflow where mining operations are in progress. The usual
mining practice is to use a ducted system in which a long tube
conveys the air from the fan. The disadvantage of a ducted
system is that it results in very high velocities at discharge but
relatively low velocities throughout the body of the opening. It
restricts the cross section of the opening available for the pas-
sage of machinery. High velocities in long ducts of small area
result in large energy costs. Ducts have to be replaced frequently
because of damage which causes excessive leakage. Jet fan
ventilation is very effective because it uses the opening itself
as a duct and can be operated remotely with the aid of computer
control.

Jet fan mine ventilation research has been very limited. Matta
et al. (1978) used sulfur hexafluoride (SF6) tracer gas to deter-
mine the effectiveness of a jet fan in distributing fresh air in
large mine openings and. purging gaseous pollutants. Thimons
et al. (1986) showed that jet fans were effective in clearing
diesel exhaust and methane gases whereas a ducted fan system
was more effective in clearing out mine blast gases and methane
layering. Mizuno and Araie (1990) observed that as much as
15 percent of the momentum is lost due to friction when the jet
fan is in contact with the wall in their model tunnel experiment.

Ventilation is necessary in vehicular tunnels in order to avoid
build up of toxic exhaust emissions from automobiles. In the
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event of a fire, fumes are cleared. The present work is aimed
at improving jet fan ventilation design by providing some funda-
mental data on the subject. The main objectives of this study
were to study the pressure and flow field of a jet fan traversed
from one wall to the axis of a tunnel. The optimum positioning
of the jet fan can be obtained by understanding its aerodynamic
characteristics. This is of paramount importance in mine and
automobile tunnel ventilation design. There is a lack of compre-
hensive data on jet fans, and more studies are required to address
the subject fully.

Experimental Apparatus and Methodology

Figures 1 and 2 describe the apparatus used in this investiga-
tion which comprises (i) a wind tunnel and (ii} a jet fan simula-
tion mechanism. The wind tunnel was specifically designed for
airflow studies in mines and tunnels. The wind tunnel design,
construction, and testing is described by Mutama and Hall
(1993) and is of 900 by 900 mm square cross section, suction
type. The wind tunnel working section is over 8 metres long
and its sides are made of plexiglass. Thirty-six static pressure
holes are drilled on the north wall side of the tunnel as shown
in Fig. 1(a). The south wall side of the tunnel has six sets of
5 holes positioned as shown in Fig. 1(»). Each set of 5 holes
from the tunnel roof to the floor comprises one measurement
station and the holes are 150 mm apart vertically. Complete
velocity and pressure traverses can be made on the entire cross
section and length of the tunnel. The jet fan was simulated by
an aluminum pipe 100 mm in diameter connected to a centrifu-
gal blower which supplied the airflow. An air jet of velocity
range 20-40 m/s which represents the typical jet fan outlet
velocities was the important aspect of this simulation. The pipe
was inserted 12 jet nozzle diameters inside the tunnel. The jet
fan to wind tunnel diameter ratio D; was 0.11. Figure 2 shows
a cross section of the jet fan—tunnel system. The jet fan simula-
tion mechanism is mounted on traversing rails and can be made
to slide from the north wall to the axis of the wind tunnel, at
half its height of 450 mm from the roof as shown in Fig. 2.

Figure 3 shows a diagrammatic layout of the instrumentation
used. Velocity measurements were performed using a hot wire
anemometer probe and also a multi function digital microma-
nometer in conjunction with a pitot static tube. The velocity
readings were recorded on a data logger or an IBM PC. An
electronic vane anemometer of 25 mm diameter specially
adapted for this study was used to determine the magnitude and
direction of the flow and could be traversed across the wind
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tunnel. All the velocity and pressure traversing probes were
coupled to an electronic traversing ruler. Pressure measurements
were carried out using an array of transducers connected to an
analog-digital data acquisition board.

The fan was set to deliver jets with outlet velocities of 20.8
and 40 m/s, corresponding to Reynolds numbers of 13714 and
26374, respectively. The jet fan position was varied from the
wall contact to the tunnel axis position. The first task was to
record axial static pressure distributions on both sides of the
wind tunnel. A large number of readings were recorded for each
static pressure position so that a representative average could
be determined.

Complete tunnel cross-sectional velocities were determined
at first and were sufficient to define the flow in two dimensions
at the height of 450 mm from the tunnel floor for all the six
stations and at each fan position. A complete velocity grid was
obtained at downstream positions of X/D; = 45.3 and 57.2 in
order to obtain the total tunnel flow rate.

Nomenclature

Y direction of jet fan traverse

=Y |-

Soluﬂl1 wall M ,:]rr_ — — B} — Northwall
velocity * “ main pressure
measurements = l;}:o s measurements

'g : position jet fan

2, Z-ax|:v

| /
Legend ’ Y-axis

Tunnel diameter Dt=300mm
Fp is normalized jet fan position from wall (Y/Dt)
Fp values 0.06, 0.11,0.17, 0.22, 0.28, 0.33, 0.39, 0.44, 0.5

Fig. 2 Cross-sectional view of jet fan traverse across tunnel

Results and Discussion

The complete set of measurements obtained characterizes the
aerodynamics of a jet fan traversed at different positions in
relation to the tunnel walls. The results give a clear picture of
the pressure and flow fields established in the tunnel. Figure 4
typifies the axial development of pressure and velocity measure-
ments for a jet fan positioned at F,, = 0.17. F, is the fractional
distance (¥/D,) from the north wall to the axis of the tunnel
(see Fig. 2). Flow field measurements were used to determine
the total volume flow out of the tunnel and the air entrainment
rate of the jet fan at various positions. Uncertainties in measured
and derived quantities are quoted below each figure.

Pressure Measurements

Pressure results are necessary in the understanding of entrain-
ment and the pressure rise characteristic is important in the
calculation of power performance curves. A detailed analysis
of the pressure variation is described and the pressure field was
found to be affected significantly by the positioning of the jet

A; = area of jet fan nozzle (m*)

A, = (A, — A)) inlet area for the en-
trained flow (m?)

A, = cross-sectional area of tunnel (m?)

Dy, = diameter ratio (D;/D,)

D; = diameter of jet fan nozzle (meters)

D, = diameter of tunnel (meters)

(P, — P.)exp = measured pressure differ-
ence between entrained
flow and tunnel end

(P,, — P,), = theoretical pressure dif-
ference between en-
trained flow and tunnel
end for zero friction loss

U, = tunnel centreline or axis ve-
locity (m/s)
u' = turbulence fluctuation
«/ﬁ/ U, = rms or turbulence level of the
fluctuating velocity at the tun-
nel axis
Wr = width of back flow at any

E,, = energy in jet fan flow (J/s) O, = jet discharge flow (m®/s) axial distance (meters)
E,, = energy in the tunnel discharge 0., O, = entrained or secondary Wi/D, = dimensionless backflow width
flow (J/s) flow (m?®/s) X = axial distance from jet fan
E; = frictional energy loss (I/s) Or=(Q, + Q) total tunnel nozzle (meters)
E, = recirculation energy loss (J/s) flow (m®/s) X/D; = dimensionless distance from
E,, = mixing energy loss (J/s) QO = recirculated volume flow jet fan nozzle
Ejy = jet energy loss (J/s) (m’/s) n; = induction efficiency defined
F, = fractional diameter of tunnel (Y/ n =m,/m; = Q./Q; flow ratio by Eq. 3
D,) used to define jet fan traverse of secondary stream to jet ® = tunnel to jet velocity ratio U,/
from one tunnel wall discharge quantity U, ratio
Y = distance of jet fan traverse from m, = entrained mass flow 6 =(Q; + @,)(Di/2)I(Q;D,)
one tunnel wall m; = jet discharge mass flow Thring and Newby similarity
P = pressure (N/m?) U = velocity (m/s) parameter
P, = pressure of the entrained flow E, = velocity of entrained flow C, = 8 Craya-Curtet parameter for
P; = total pressure of the jet at the noz- U; = jet fan discharge velocity ducted confined jets
zle (m/s) a = A;/A, area ratio of jet fan to
P,, = static pressure of the tunnel flow U, = average tunnel velocity secondary stream inlet area
(m/s) 1 = A;/A, area ratio of jet fan to
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tunnel p air density (kg/m?)
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fan. Figures 5(a), 5(b), 5(c), and 5(d) show the axial static
pressure variation at the jet fan positions F, of 0.06, 0.11, 0.17,
0.22, 0.28, 0.33, 0.39, 0.44, and 0.5. The wall static pressures
are normalized by the jet dynamic pressure (1/2 pu?). The
symbol P, denotes the suction or entry pressure of the entrained
or secondary stream measured at about X/D; = —10 and is
almost close to ambient in this experiment. In Fig. 5(a) at the
position F, = 0.06, the axial static pressure starts by rising from
slightly above ambient i.e., above the zero pressure line to a
peak of 0.9 percent of jet exit dynamic pressure at 4 nozzle
diameters after which it drops significantly below ambient. At
18 nozzle diameters the pressure rises slightly and then drops
to a minimum of —0.009 jet discharge dynamic pressure at 27
nozzle diameters. It rises monotonically to its maximum of just
1.5 percent jet discharge dynamic pressure and remains invari-
ant with axial distance after 50 nozzle diameters over the tunnel
test section. The same pattern of variation is observed for the
jet fan positions F, of 0.11 and 0.17 except that the initial peaks
occur at 9 and 15 nozzles diameters respectively and minimum
pressure is attained at around X/D; = 25. The fan position Fp
= 0.06 experiences the largest pressure drop for X/D; = 30. In
all cases the rate of pressure rise is similar and the maximum
pressure values achieved are close.

The variation of static pressure for F, values of 0.22, 0.28,
0.33,0.39, 0.44 and 0.5 (Fig. 5(b)) show remarkable similarity.
The pressure drops to a minimum at about 19 nozzle diameters
after which it rises to a maximum of about 1.7 percent of jet
discharge dynamic pressure and remains unchanged over the
tunnel test section. The initial static pressure variation described
for F, < 0.22 differs somewhat from that of F, > 0.17, because
at F, = 0.22 < 0.5 maximum pressures are attained at about
X/D; = 40 and at around X/D; = 50 for F,, = 0.17. On the south
tunnel side (F, = 0.83, Figure 5(c)) pressure development is
much more rapid.

In Figs. 5(¢) and 5(d) wall static pressures are presented for
two jet outlet velocities of 20.8 and 40 m/s and at F, = 0.17,
0.33 and 0.83. The normalized pressure magnitudes are similar
up to X/D; = 30 for F, = 0.17 and X/D; = 15 for F, = 0.33.
The normalized peak pressures are lower for the lower discharge
velocity. The actual measured peak pressures (in pascals) differ
by a factor of 5 to 6 for the two jet fan discharge velocities.
Figure 5(c) and 5(d) show that for similar F), settings confining
walls rather than the jet Reynolds number play a major role in
the pattern or qualitative manner in which the pressure varies.

For F,, = 0.17 the pressure variation can be explained partly
due to the jet being unable to expand freely on the side close
to the wall. On reaching the wall it experiences wall friction
and is deflected inwards after which the pressure falls again to
reach a negative minimum. From there it rises until it attains a
maximum. Therefore the proximity to the confining walls af-
fects the sign and steepness of the pressure gradient and conse-
quently the mixing process of the primary and secondary
streams. The momentum distribution and boundary layer growth
are also affected. The situation is simpler at F, = 0.22 where
the pressure falls and rises monotonically to reach a peak which
is maintained over the tunnel test section. The jet development
in all cases can be summarized as in Fig. 4 but for jet fan
position F, = 0.22 the pressure development within X/D; =< 20
is less complex. It is worth pointing out that there is no notice-
able variation in wall static pressure for each side of the tunnel,
in the vertical distance Z (normal to the X-axis). The wall static
pressure measured on the south side of the tunnel develops
more rapidly than that on the opposite (north) side where the
jet fan is traversed from. The pressure rise is also much steeper
on the south side where jet fan position F, = 0.5 (see Fig. 5(¢)
for F, = 0.83). Thus the axial static pressure variation is not
symmetrical even though the same pattern is followed.

In Fig. 6 the measured to theoretical tunnel end pressure rise
(P, = P)exp/ (P, — P,)y, at X/D; > 50 is plotted as a function
of jet fan position F,. The pressure (P, — P,)y is calculated
from the momentum balance equation of the jet, entrained air
and total tunnel flow for zero friction loss:

(P — PHA, = mU;, + m,U, — mU, 1)

The symbols m, U and A represent mass flow, velocity and
area. The subscripts j, e, and ¢ denotes conditions for the jet
fan, secondary stream and tunnel respectively. Equation (1) can
be expressed in terms of the jet outlet velocity by using continu-
ity relations to become:

P, — P, = apUi(1 — an)? (2)

0.02
o~ 4 Fp=0.17 (Northwall) @ Fp=0.83 (South wall)
=) 0015 Uj=40m/s @ oLAaspa s20aa2
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Fig. 5 Axial wall static pressure variation at various positions (uncertainty in normalized

pressure is 2.67 percent)

where «, n and p are the jet fan outlet to secondary flow entry
area ratio (A;/A., A, = A, — Ap), flow ratio (m./m; or Q./
0Q)) and air density respectively. The symbol P, denotes the
secondary stream entry pressure (at about X/D; = —10) and
P, is the maximum pressure achieved by the mixed flow in the
tunnel, downstream of the jet discharge (X/D; > 0). The tunnel
end pressure rise is higher when the jet fan is moved away from
the wall. When the jet fan is close to the wall (¥, = 0.06) the
measured pressure rise is 15% less than the theoretical one.
Mizuno and Araie’s (1990) also observed that measured pres-
sure was less than the theoretical pressure when the jet was
close to the wall. The difference between theoretical and mea-
sured tunnel end pressure rise is about nine percent when the
jet fan is at the axis of the tunnel. In Fig. 6 another pressure
ratio (P, — P,}/(P; — P,,) is plotted against fan position. The
total pressure P; is measured at the jet nozzle discharge. This
ratio in essence is the excess pressure rise of the mixed flow to
the pressure drop of the jet flow. It is also observed that this
pressure ratio is higher for F, = 0.33 than F, < 0.33. Therefore
the pressure or momentum of the jet is affected quite signifi-
cantly by the closeness of the jet fan to the wall.

Velocity Measurements

The velocity profile results describe the axial jet development
as shown in Fig. 7. The profiles show a back flow on one tunnel
side for jet fan positions closer to the wall. The back flow
diminishes when the jet fan is moved toward the tunnel axis.
In Fig. 7(a) at jet fan position 5, = 0.06 the back flow covers
£ of the tunnel diameter at X/D; = 6.35. Jet fan positions Fp >
0.33 up to the tunnel axis position (F» = 0.5) have no active
reverse current. However, at the tunnel axis position (Fp = 0.5)
within § of D, from the side walls the flow is very unstable
because it produces both positive and negative velocities in
periods of 2 to 4 seconds. In Fig. 7(d) only the negative veloci-
ties are shown in the regions where this flow instability occurs.
Thus the nature of the backflow observed for jet fan positions
Fp = 0.33 (Figs. 7(a) to 7(c)) is different from the tunnel
wall flow instability observed for the tunnel axis position. At
all the positions the jet was observed to oscillate when thin
cotton wool ‘‘whiskers’’ were attached on either side of the
discharge nozzle. The back flow was visualized using strips of
ribbons of half the tunnel height in length fastened to a common
string and attached across the wind tunnel. The flow visualiza-
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tion revealed the presence of a back flow clearly and also con-
firmed the strong shear between the mainstream and the back-
flow. Figures 7 and 8 show that backflow diminishes as F,is
increased. .

Figures 7(b) and 7(c) show the velocity profiles for jet fan
positions F, of 0.17 and 0.33 at 6.35, 18.2, 20.8 and 32.7 nozzle
diameters. The magnitudes of the negative velocities were quite
significant and in some cases up to —0.075U;. At the jet fan
position F,, = 0.5 the flow profiles are symmetrical.

An approximate theory on confined jets and recirculation was
developed by Curtet (1958) in an attempt to give a full account
of the effects of furnace walls and the surrounding environment
on turbulent diffusion flames for a jet located on the duct axis
(F, = 0.5). Higher velocities were used and the amount of
secondary fluid entrained by the jet was controlled and backflow
was obtained under these conditions on both walls of the con-
fining duct. The resulting profiles resemble those from the pres-
ent study for (F, = 0.5) as in Fig. 7(d). The Craya-Curtet
parameter C, which is similar to Thring and Newby (1953)
similitude parameter 6 = (Q; + Q,)(D;/2)/Q;D, defines a possi-
bility of recirculation. The terms Q;, Q,, D; and D, are the
jet discharge, secondary stream flow, jet diameter, and tunnel
diameter respectively. For values of C, of around 0.075 the
extent of the back flow is quite significant decreasing with
increase of C,. According to Barchilon and Curtet (1964 ) at C,
above 0.9 the back flow is absent. In this study the values of
C, are less than 0.25 and recirculation is observed at all jet fan
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Fig.6 Pressure ratio versus jet fan position (uncertainty in (Py, — Pg) oxp/
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percent)
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positions F, < 0.44. Recirculation in most cases occurs when
the jet has entrained all the surrounding secondary fluid and
then entrains its own fluid upon reaching the confining walls.
The controlling factors for the onset of backflow are the jet fan
and tunnel diameter ratios (D;/D,), fan position F,, velocity
ratio U,/U; and the presence of a severe pressure gradient. Fig-
ure 9 shows the backflow as a fraction of both the jet discharge
(Qx/Q;), and total tunnel flow (Qr/Qr). The backflow fraction
QOr/Q; falls with jet fan position from 1.4 to about 1.15. The
backflow fraction Qr/Qr changes relatively little with position
(F, = 0.33) and is around 0.72. Backflow must be understood
because it wastes energy and in certain mine ventilation situa-
tions, unwanted pollutants are recirculated.

Longitudinal Turbulence Levels

The importance of longitudinal turbulence levels was to es-
tablish whether they enhanced entrainment rates and to help
understand the structure of the flow field at the tunnel axis.
Longitudinal turbulence levels are plotted in Fig. 10 for three
jet fan positions F, of 0.06, 0.33 and 0.5. They were measured
from 6.35 nozzle diameters and onwards at the tunnel axis. At
positions F, = 0.06 and 0.33 the tunnel axis does not correspond
to the jet axis and this partly explains the initial high turbulence
levels of above 50%. There is a minimum level at X/D; = 20.8
for the jet fan position F, = 0.06 and 0.33. This is followed by
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Fig. 8 Width of backflow vs axial distance {uncertainty in (W 5/D,) is 8.6
percent)
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a continuous rise which assumes a value of nearly 65 percent
at X/D; = 57.2 in the former case. Turbulence levels reach a
peak and decrease downstream at the other jet fan positions.
The situation is somewhat different when the jet is located at
the tunnel axis (F, = 0.5) because the turbulence levels are
lower at X/Dj = 6.35 (about 10 percent), with a marked rise
after 18.2 nozzle diameters. A peak of 75 percent is reached at
45.3 nozzle diameters followed by a sharp decrease to a value
of about 35 percent at X/D; = 57.2. The turbulence levels are
comparable in magnitude with those of Curtet (1958) but are
much higher than those of a free jet after 18 nozzle diameters.
Qualitatively the longitudinal turbulence variation mimics that
of the axial wall static pressure. There is a high level of turbulent
mixing in the tunnel between the two fluid streams and recircu-
lating currents probably contribute to the high level of velocity
fluctuations observed.

Entrainment Rates

The pressure and flow results including the turbulence levels
are important in understanding the entrainment data. The en-
trainment results are a direct measure of jet fan performance in
the tunnel. Figure 11 shows the quantity of air entrained with
respect to jet fan position. When the jet is closer to the wall
the quantity of air entrained is greater than when it is moved
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Fig. 8 Backflow fraction vs jet fan position (uncertainty in Qz/Q; and
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toward the tunnel axis. The lowest amount of air entrained is
obtained when the jet fan is positioned at F, = 0.39. After this
position the entrainment rate increases but it does not reach the
same levels as when the jet is close to the wall. This observed
decrease in flow ratio as Fp increases is different from the
pressure characteristic (P,, — P,)/(P; — P,,) plotted in Fig. 6,
which increases as Fp is increased. An explanation for this
observation can be obtained with the aid of Fig. 5. When the
jet fan is located at positions F, < 0.22 the extent to which the
pressure drops below ambient and therefore attaining negative
values, is greater for decreasing Fp. This tends to improve the
suction effect as in a jet pump because of the negative pressure
difference created. For the jet fan position F» = 0.06 the pres-
sure is negative up to almost 40 nozzle diameters. A combina-
tion of these large pressure drops and wall friction could partly
explain the lower pressure characteristics for near wall jet fan
positions in Fig. 6. The fact that where the entrainment pro-
cesses are high, the extent of the back flow is quite significant
on one side of the tunnel is difficult to explain. The amount of
total flow Qr discharged from the tunnel varies from just over
1.6 times to about twice the initial jet volume flow Q,. The
entrainment volume flows Q, are also plotted in Fig. 11 as a
function of F,.

The ratio of the energy in the discharge flow to the energy
input from the jet fan nozzle Q.(P, — P.)/(Q)( P, - P,))or
n(P, — P,)/(P; — P,) is expressed as percent efficiency in
Fig. 12. The symbols Q,, Q;, and n are the entrained, jet dis-
charge and flow ratio Q./Q; respectively. High tunnel end pres-
sure P, low jet discharge total pressure P; and high flow ratio
n increase the performance of the jet fan. This definition of
efficiency is widely accepted in jet pump or ejector theory. The
variation in efficiency of the system follows that of flow ratio
Qr/ Q; with varying position F,.

An induction efficiency is described by Reale (1973) as the
ratio of the ventilation power output to the power transmitted

to the fluid by the fan:
ni = 2201 = )/ ((1 + @)(1 — Q) (3)

where @ is the velocity ratio U,/U; and ) is the area ratio 4,/
A,. This efficiency is similar to the parameter Q,(P,, — P,)/
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Fig. 11 Flow ratio vs jet fan position (uncertainty in Q./Q; and Q,/Q;is
6.52 percent)
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(Q(P; — P,)) where Qr is now used instead of (, unlike
before and is a form of measured induction performance (Fig.
12). Although the values appear low, this type of ventilation
is still effective, and in order to evaluate it fully one has to
consider the factors involved. An overall energy balance of the
system can be formulated as follows:

Ey = 4

where E,, is work output of the secondary flow, Ej, E,, E,,,
and Ej; are the energy losses due to friction, back flow, mixing
and jet loss respectively. The backflow, mixing and friction
losses account for a significant amount of the losses incurred
on the system.

out + Efl + Er + Eml + Ejl

Conclusions

The present experimental studies have examined the overall
flow produced by a jet fan located at varjous positions in a wind
tunnel. Pressure and velocity field results have revealed that the
jet fan performance is enhanced when it is closer to one tunnel
wall despite apparent frictional pressure losses. The axial static
pressure results support this conclusion and because of the high
pressure drops created initially (up to X/D; = 30) when the jet
fan is close to the wall more secondary air is induced to flow
in the tunnel. One important observation made in this study is
the existence of backflow when the jet fan is located close to
the wall for positions F, < 0.44. The existence of backflow has
never been addressed fully before. The present wind tunnel
studies provide a significant contribution to the formulation of -
realistic guidelines in mine and tunnel ventilation. Backflow
fraction Qx/Qy is found to be about 0.72 for F, < 0.44 in this
study and is important data in jet fan ventilation design. If the
causes of backflow are known it can be avoided by careful
design. When the jet fan is located at the tunnel axis there
is no backflow but unstable flow occurs in the wall region
approximately within 0.17 tunnel diameters from the walls. The
flow is subject to directional changes every few moments sug-
gesting oscillation of the flow field. The period of this oscillation
is of the order of 2 to 4 seconds.

Turbulent quantities are observed to be quite high suggesting
a high degree of mixing of the two streams.
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| Jet Interaction in Liquid-Liquid
s | Coaxial Injectors

B. N. Raghun andan Interaction between two conical sheets of liquid formed by a coaxial swirl injector
has been studied using water in the annular orifice and potassium permanganate

solution in the inner orifice. Experiments using photographic techniques have been

conducted to study the influence of the inner jet on outer conical sheet spray charac-

teristics such as spray cone angle and break-up length. The core spray has a strong

influence on the outer sheet when the pressure drop in the latter is low. This is.
attributed to the pressure variations caused by ejector effects. This paper also dis-

cusses the merging and separation behavior of the liquid sheets which exhibits hyster-

esis effect while injector pressure drop is varied.

Professor.
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Introduction stable and the increase in air supply pressure increases the rela-
tive velocity at the liquid/air interface which reduces the SMD.
In their detailed studies with coaxial rocket injectors, Sankar et
al. (1991, 1992) have examined the effects of geometric vari-
able and the ambient environment. It was observed in their
experiment with water—air, LN, — GN, systems that recess
length of the coaxial injector seems to have a greater effect on
the atomization of water than on liquid nitrogen. With this work,
it was concluded that the presence of larger particles at high
chamber pressures is attributed to the diminished effect of sec-
ondary atomization resulting from a decrease in the relative
shear velocity between the droplets and the gas flow. Hardalupas
and Whitelaw (1994 ) have studied the spray characteristics of
coaxial airblast atomizers by simulating the space shuttle main
engine preburner spray condition. The effect of converging exit
path for the gas and liquid tube recess have been examined by
the author. It was found that the presence of a converging nozzle
at the exit of the gaseous jet improved the atomization. Recess
of the liquid tube by two or three liquid tube diameters increased
the rate of spread of the sprays and reduced the extent of atom-
ization for the straight and converging gaseous jet exit nozzles.
Care and Ledoux (1991) have studied the coaxial airblast atom-
izer both experimentally and theoretically. Spray structure,
SMD, air-liquid velocities, and spray angles have been reported
by the author.

The most notable feature of the studies reported above is that
the initial interaction of the outer and central jets governs the
eventual dropsize and mixing characteristics. All of the above
studies with coaxial injectors are made with gaseous outer jet
and the literature on liquid—liquid coaxial jets is rather scanty.
The present work motivated by coaxial elements of storable
propellant systems deals with liquid—liquid type of injection
with emphasis on the initial interaction between the liquid
sheets.

In a spray from coaxial swirl injector, the liquid oxidizer
conical sheet is in the aircore of the liquid fuel cone. At very
low injection pressure drop, the liquid sheets are separated from
each other. With an increase in the injection pressure drop,
(Ap) across the fuel and oxidizer orifices, the liquid sheets
move closer and merge at certain condition. Merging of the
liquid sheets and the consequent mixing of fuel and oxidizer
components are essential in the rocket thrust chamber. This
requirement is especially important for hypergolic combina-
tions. The process of merging of the concentric liquid sheets as
injector pressure drops across the orifices are gradually in-
creased involve some interesting physical phenomena. The pres-

: i o o ence of a central sheet in the core of the outer conical liquid

Contributed by the Fluids Engineering Division for publication in the JOURNAL  ¢peer affects the spray characteristics of the outer conical sheet
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division . . . . N ..
December 12, 1994; revised manuscript received January 15, 1996. Associate and vice versa. Understanding of this merging behavior of liquid
Technical Editor: M. W. Reeks. sheets is important, especially when one is interested in the

In rocket engine combustion chambers, the evaporation rate
of fuel and oxidizer droplets is one of the principal factors
determining the combustion efficiency. This is governed by the
injector design and the mixing of fuel and oxidiser jets in the
combustion chamber. Distribution of propellants in the combus-
tion chamber is itself accomplished by suitable combination of
injector elements. Coaxial jet mixing is known to be one of
the efficient ways to achieve good mixing in the combustion
chamber. There are number of rocket motors both of storable
and cryogenic propellants functioning with such injectors.

Atomization characteristics of coaxial injectors have been
studied by many authors. In a study to simulate FLOX /methane
injector element, Burick (1972) has discussed the effect of
geometrical configuration of coaxial injector on drop size distri-
bution and mixing efficiency. By increasing the oxidizer post-
recess length in the injector configuration, which is the projec-
tion of oxidizer orifice beyond the fuel orifice, SMD increases
and mixing efficiency reaches a maximum and then reduces.
York et al. (1953) have studied the disintegration of plane
liquid sheets theoretically through a mathematical analysis and
qualitative comparisons have been made with experimental re-
sults. They concluded that instability and wave formation at the
interface are the major factors in the break-up of the sheet of
liquid into drops. Dombrowski and Tahir (1977) have made a
systematic study on atomization characteristics of swirl pressure
nozzles using oils covering wide viscosity range. Correlations
were obtained for mean drop size, size distribution and break-
up length in terms of the operating variables. Wang et al. (1986)
conducted experiments on air-assist nonswirl atomizers and
concluded that the ratio of water to air flow rates governed the
uniformity of drop size distribution across the spray. A similar
conclusion was arrived at for air-assist swirl atomizer by Mao
et al. (1986, 1987) who studied the drop size distribution at
several axial and radial locations using Fraunhofer diffraction
particle sizing instrument and Phase/Doppler spray analyser. It
has also been shown that SMD increased with distance down-
stream along the center line and also with the radial distance
from the axis. The study of Eroglu and Chigier (1991) is fo-
cussed on the SMD variation and velocity distribution of coaxial
liquid/air jets. It was found that SMD distribution is strongly
affected by the structure and behavior of the preceding liquid
intact jet. It has been shown that increase in liquid supply pres-
sure increases the momentum of the water jet making it more
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Fig. 1 Schematic diagram of experimental setup

throttling of the rockets. Hence the present experimental study
is mainly aimed to throw light on some basic features of this
phenomenon in the coaxial swirl injectors.

The range of Reynolds number for the test condition is
15,000-40,000 and that of Weber number, based on hydraulic
diameter (We = pu?d,/o), 3—20 which are close to the actual
injector conditions in a typical rocket engines. The experimental
conditions of relatively large sized injector, low pressure drop
across the orifice and the ambient pressure are chosen such that
the study of liquid sheet interaction is feasible. The description
of the phenomenon and the main observations are nevertheless
applicable to rocket combustion chamber where the liquid
sheets meet at distances much closer to the injector face.

Experimental Details

The schematic representation of the experimental setup is
given in Fig. 1. Two separate tanks are used for storing the
experimental liquids—here water and potassium permanganate
solution. The tanks are pressurized either by nitrogen cylinder
or by an air compressor capable of maintaining a steady pressure
of 810 atm in the tanks during discharge. Pressure regulators
and pressure gauges are employed to control and monitor the
pressure drops across the orifices. All pressure gauges are cali-
brated with respect to a standard HEISE pressure gauge. The
error in (Ap) is a combination of errors due to instrument
resolution and shift in calibration as found out from repeated
calibration. Thus the highest uncertainty error in (Ap) is esti-
mated to be 4.4 percent. In the discharge line from the tank to
the injectors, filters are used to trap fine particles which may
clog the injector. Metal wire square mesh of size about 45-50
pm is employed in this filter. Control valves and additional
pressure gauges just ahead of the injectors to measure the injec-
tion pressure drop are also present in the lines.

Nomenclature

Considerable amount of published information is available
on the design of switl injectors to meet mass flow and cone
angle criteria. These have been extended to the coaxial injector
in the present work. A coaxial injector is fabricated here primar-
ily to study the behavior of two coaxial liquid conical sheets.
The schematic view of the injector is given in Fig. 2, which
also describes all the geometric parameters. These values are
arrived at from the mixture ratio of a typical propellant combina-
tion. A practical difficulty in designing this injector was in
making the orifice accurately coaxial and coplanar. With con-
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Fig. 2 Schematic diagram of the coaxial injector

d, = annular orifice diameter

d. = mean diameter of the swirler

dy, =equivalent hydraulic diameter of the
orifice

d; = inner orifice diameter

d, = orifice diameter

h = depth of the rectangular helical pas-
sage ‘

K = swirl number given by Lefebvre

sure drop
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(Ap) = injection pressure drop

(Ap): .. = merging pressure

(Ap);, = separation pressure
S; = inner orifice swirl number
S, = annular orifice swirl number

u, = relative velocity between liquid

(Ap); = inner orifice injection pressure and air
drop w = width of the rectangular helical
(Ap), = annular orifice injection pres- passage

We = Weber number
« = spray cone angle
6 = annular gap in the outer orifice
o = liquid surface tension

P. = air density
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Table 1 Swirl numbers used in the present study

Annular swirler

Inner swirler
S, i Sal

Sa2

139 d = 1 mm)
75.2 (d,

54.6 (d, = 2.8 mm, § = 0.4 mm)
= 3.1 mm, § = 0.55 mm)

110.6 (d, = 2.8 mm, § = 0.4 mm)
(d, = 3.1 mm, § = 0.55 mm)

ventional lathe machines, it is very difficult to achieve both the
requirements. To get a coaxial configuration of both the orifices
with good accuracy, a little movement is provided for the inner
orifice. Required coaxial conical liquid sheets necessary for the
study can be obtained by moving the inner orifice over a small
distance (<1 mm) at which condition the exit orifices of inner
and outer sprays are coaxial but not necessarily coplanar. The
swirling motion is generated by passing the liquids through
single start rectangular helical passages as shown in Fig. 2. The
swirl intensity is given by swirl number, S by Beer and Chigier
(1983) as

— G¢
G.R

where G, is the axial flux of the angular momentum, G, is the
axial thrust, and R is the exit radius of the nozzle. When there
is an orifice downstream of the swirler which enhances axial
velocity while conserving angular momentum, the swirl number
takes the form

wd,d,

for inner swirler and

wbd,
¢ wh

for annular swirler. The terms in this expression are clearly
shown in Fig. 2. Values of S used in the present study are given
in Table 1. It may be noted that K value defined for swirl
intensity by Lefebvre (1989) works out to be 1/4S. Liquid
flow rate through the injector is measured by collection method.
The error in liquid flow rate arises from pressure measurement
and the collection technique. This uncertainty is estimated to
be about 1.5 to 2 percent. The liquid flow rate is plotted with
(Ap) in Fig. 3 for both inner spray and annular spray.
Photographic technique has been used to visualize the spray
pattern. A 35mm still camera is used to take color and black and

] ooocody = 1.0 mm; S, = 18.94
41 00000d, = 2.8 mmy Se = 54.6
60 aAdBAA dy = 8.1 vy Sar = 76,2
] Wittt de = 8.1 mum; S = 182.7
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Fig. 3 Liquid flow rate variation with Injection pressure drop
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white photographs at shutter speeds less than 1/15 s. Wherever
required high speed films (400 ASA) have been used. Spray is
illuminated by a strobe light at right angles to the line of sight
of the camera. The measurements on film negatives are made
using a microfilm reader of 17.5X.

Results and Discussion

Mutual Influence of Sheets on Spray Cone Angle. An
interesting observation is that each sheet experiences the influ-
ence of the other even when the jets do not merge. Figure 4
shows some typical photographs to illustrate this point. These
photographs have been taken at a constant annular orifice injec-
tion pressure drop, (Ap), with different values of the inner
orifice injection pressure drop, (Ap);. Figure 4(a) corresponds
to the outer spray in the absence of any flow in the core. A
large spread of the liquid sheet and the droplets is clearly seen.
In Fig. 4(b), the influence of inner jet at a (Ap); = 0.169 MPa
may be observed. At this condition the inner spray is still in its
tulip stage and yet the spray cone angle is lower and the liquid
jet as well as the disintegrated spray seem to bend inwards. The
effect is further enhanced at a higher (Ap); of 0.19 MPa as
seen in Fig. 4(c). The inner jet is now a conical spray and the
expansion of the outer spray is curtailed.

A number of experiments are carried out to get the quantita-
tive variation of spray cone angle of outer spray. Water and
potassium permanganate solution are used as the experimental
liquids for annular orifice and inner orifice respectively, to dis-
tinguish the two liquid sheets. Color photographs are made use
of to get the spray cone angle variation of both the liquid sheets
at a particular (Ap),. The error in spray cone angle, o arise
due to (i) uncertainty in the identification of the spray cone
surface from the photograph and the consequent length mea-
surement which is used to compute « and is estimated to be
2.14 percent and (ii) repeatability of data in view of the very
weak unsteadiness present in the system which has a maximum
uncertainty of 3 percent. Thus the upper bound of uncertainty
in cone angle is expected to be 3.68 percent. The typical varia-
tions of spray cone angles of both the liquid jets are plotted in
Fig. 5 at a particular (Ap),. Clearly the cone angle of the outer
spray significantly drops as the (Ap); is increased. The gradual
increase in the inner spray cone angle is not as much as it would
be in the absence of the outer spray. These mutual interference
effects are more clearly seen in Figs. 6 and 7 where the effect
of one on the other is depicted. Any prediction of the distance
of the merging point from the injector face must take this effect
into consideration.

The explanation for the behavior lies in the fact that the sheet
in the core induces some velocity in the air core, much like an
gjector effect, resulting in a drop in static pressure. This tends
to bend the outer conical sheet of liquid inwards. This is verified
by conducting experiments with air flow at different velocity
through the inner orifice. The outer spray exhibits the same
bending effect confirming the above observation.

Merging and Separation of Liquid Sheets. The liquid jets
coming out of the two orifices are in the form of conical sheets
for a short distance. As mentioned earlier, due to mutual interac-
tion they bend inwards further downstream before breaking up
into droplets. At a given (Ap),, if (Ap); is gradually increased,
at some value of (Ap); the two sheets merge with each other
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Fig. 4 Influence of inner conical sheet on outer conical sheet

and the merging point immediately moves upstream very close

to the injector orifice. This is henceforth referred as the ‘merging 507 00000 (Ap)s = 0.327 MPa
pressure’, (Ap); .. Beyond this value of (Ap),,, the two jets 1 o (Ag 5 2 3@22 %ﬁ:
remain merged and the break up of the combined jet follows ] 3. =139
at a short distance from the injector orifice exit. If the approach ] Sar = 76,2
is reversed, namely from the merged condition if (Ap), is de- g
creased keeping (Ap), constant, there is a condition of (Ap); e 204 a
at which the two jets separate from each other. This separation o ] A
pressure is however lower than the merging pressure at all o ] o o
(AP o 5 ] e
The process of merging is primarily dictated by the cone : . o
angles of liquid sheets at corresponding pressure drops, but g ] A
modified by the interactions described earlier. However, after @307 6 o
merging, the two conical liquid sheets are pulled closer to each g 1
other and the point of merging moves upstream. A new state £ ] @
of equilibrium is achieved where the surface tension balances .
the components of inertial forces trying to pull the sheets apart. ]
Therefore the process of separation will require lower pressure <
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surface tension forces. This results in the hysteresis seen in {8p) (MPa)
Fig. 8. Fig. 6 Effect of (Ap), on inner spray cone angle
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Fig. 5 Effect of (Ap), on outer and inner spray cone angles Fig. 7 Effect of (Ap), on outer spray cone angle
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Fig. 8 Merging and separation behavior of conical sheets

The trends of variation (Ap);., as well as (Ap),,, show a
maxima as can be seen in Fig. 8. It is important to note that
merging itself is a consequence of inward bending of the outer
conical sheet. In the lower range of (Ap),, there is a substantial
increase in the cone angle of the outer spray as (Ap), increases.
So the extent of bending required for merging to take place will
also become higher which can be met only by increasing the
core pressure drop (Ap);. This explains the rising part of the
curve in Fig. 8. However, in the higher range of ( Ap), beyond
the maximum, the phenomenon is different. Here the outer lig-
uid sheet breaks up into a spray at a very short distance. The
consequent dense spray induces a quicker interaction with the
inner jet. As the break-up length decreases as a result of gradual
rise in (Ap),, lower (Ap); suffices for the merging process. It
is extremely difficult to measure the distance from the injector
face to the location where the merging process gets initiated.
The reasons are that the transition occurs at a very small change
in (Ap); and the point of merging quickly moves upstream.
Efforts are on to delineate this phenomenon in detail.

Influence of Sheet Interaction on Break-Up Length,
Break-up length of a jet is one of the major parameters which
affect the spray penetration and distribution in the combustion
chamber. The error in breakup length as measured from photo-
graphs arises due to (i) circumferential variation as viewed
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Fig. 9 Break-up length variation with ( Ap} of individual conical sheets

Journal of Fluids Engineering

60

[$.]
o

7

»
o

REEEEEERN ISR EE IR R EREESENESUNRANNENI RSN N T

Outer sheet break—up length (mm)

30 o
o
20 \\\
(Ap)s. = 0259 MPa,
Sa = 1621
10 T T
0.00 0.10 0.20 0.30 0.40
(8p) (MPa)

Fig. 10 Effect of (Ap); on outer conical sheet break-up length (before
merging)

from different angles which has been estimated to be 5 percent
and (ii) error in the measurement of length from magnified
photographs which is estimated to be 2.5 percent. Thus the
uncertainty in the breakup length is 5.59 percent. The variation
of break-up length of individual conical sheets with (Ap) is
plotted in Fig. 9 in the absence of the other spray. As observed
in the spray cone angle variation, the break-up length of outer
conical sheet at particular condition is also affected by the pres-
ence of inner sheet. The presence of inner sheet in the air core
of the outer spray introduces perforations and oscillations in
the outer conical sheet as it bends towards the inner jet. This
perturbation increases at higher (Ap);, and makes the outer
conical sheet disintegrate at a shorter distance. Experiments are
conducted by varying (Ap); at constant (Ap),. It is difficult
to discern this phenomenon at higher (Ap), in the presence of
inner spray because the break-up length of outer conical sheet
even in the absence of inner spray is lower. Hence most of the
experiments were conducted at lower range of (Ap),.

Figure 10 represents the variation of break-up length of outer
conical sheet with the variation in (Ap), at a particular (Ap),.
It is observed that there is a considerable reduction in break-up
length in lower range of (Ap); and also at higher (Ap); (near
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Fig. 11 Break-up length variation of outer conical sheet in the absence
and presence of inner spray (near merging refers to the state {((Ap})i»
- (Ap))) < 10.3 KPa)
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merging stage). In an intermediate range of (Ap),, the oscilla-
tion of the sheet is rather intense and therefore there is a spread
of data as obtained from still photographs. As the outer conical
sheet bends toward the inner sheet, the drops formed from the
inner spray collide with the outer conical liquid sheet reducing
its break-up length. As (Ap); increases the bending effect of
outer liquid sheet, as well as the spread of inner liquid sheet,
increases and makes the outer liquid sheet break at a shorter
distance.

Figure 11 represents the same influence as described above
for different states of the outer conical sheet at conditions of
the inner sheet just prior to merging. In effect, the break-up
length of the outer conical sheet is very much affected near
the merging point at lower injection pressure drop. At higher
injection pressure drop of outer jet, the influence of inner sheet
is not as high. ‘

Concluding Remarks

Significant interaction between the conical liquid sheets from
coaxial swirl injectors occurs before final break-up. Pressure
variation caused by ejector effects of one affects the other.
The coaxial liquid sheets exhibit hysteresis effects in terms
of merging and separation while throttling is effected. This is
attributable to surface tension effects, which however calls for
further examination. Similarly jet break-up lengths also exhibit
mutual influence. In the light of this study, data generated by
separately testing core and annular jets differ considerably from
actual combined operation especially at lower pressure drops.
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Numerical Study of Viscous
Flows Inside Partially Filled
Spinning and Coning Cylinders

This paper is concerned with the solution of the 3-D-Navier-Stokes equations describ-
ing the steady motion of a viscous fluid inside a partially filled spinning and coning
cylinder. The cylinder contains either a single fluid of volume less than that of the
cylinder or a central rod and a single fluid of combined volume (volume of the rod
plus volume of the fluid) equal to that of the cylinder. The cylinder rotates about its
axis at the spin rate w and rotates about an axis that passes through its center of
mass at the coning rate ). In practical applications, as in the analysis and design
of liquid-filled projectiles, the parameter € = T sin 8, where 7 = Q/w and 0 is the
angle between spin axis and coning axis, is small. As a result, linearization of the
Navier-Stokes equations with this parameter is possible. Here, the full and linearized
Navier-Stokes equations are solved by a spectral collocation method to investigate
the nonlinear effects on the moments caused by the motion of the fluid inside the
cylinder. In this regard, it has been found that nonlinear effects are negligible for T
~ 0.1, which is of practical interest to the design of liquid-filled projectiles, and the
solution of the linearized Navier-Stokes equations is adequate for such a case. How-
ever, as T increases, nonlinear effects increase, and become significant as € surpasses
about 0.1. In such a case, the nonlinear problem must be solved. Complete details

Mohamed Selmi

Assistant, Professor,
Department of Mechanical Engineering,
Qatar University, P.0. Box 2713, Doha,
Qatar. Mem. ASME

on how to solve such a problem is presented,

1 Introduction

Spin-stabilized liquid-filled projectiles are known to experi-
ence severe dynamical instabilities owing to the motion of their
liquid payload. For cylinders completely filled with a single
fluid we know two types of instabilities. One of the instabilities
is caused by resonance with inertial waves at critical coning
frequencies (ratio of the coning rate §) to the spin rate w) and is
most pronounced for fluids of low viscosity, i.e., high Reynolds
numbers. We define the Reynolds number as Re = wa®/v,
where a is the radius of the cylinder and v is the kinematic
viscosity of the fluid. This instability is known to depend
strongly on the cylinder aspect ratio (ratio of the length 2¢ of
the cylinder to its diameter 2a). For stable designs, the aspect
ratio is properly chosen to avoid resonance for a given coning
frequency. The other kind of instability is due to viscous stresses
applied on the walls of the payload container and is most pro-
nounced for fluids of high viscosity, i.e., low to medium Reyn-
olds numbers, for a wide range of aspect ratios and coning
frequencies.

A number of approximations to solve for the fluid motion
inside a completely filled cylinder have been devised for the
purpose of understanding the causes of flight instabilities of
liquid-filled projectiles. The boundary-layer approximation is
the basis of the Stewartson-Wedemeyer theory (Stewartson,
1959; Wedemeyer, 1966). Since this approximation is only
valid for flows at sufficiently large Reynolds numbers, say Re
= 1000, the theory is primarily suited to predict instability
caused by inertial waves. Analysis based on the Navier-Stokes
equations (Herbert and Li, 1990) shows, however, that reso-
nance with inertial waves may severely influence the liquid
moments at Reynolds numbers as low as Re = 100. An improve-
ment to the Stewartson-Wedemeyer theory has been proposed
by Kitchens, Gerber, and Sedney (KGS) (see for example Mur-
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oF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
February 18, 1993; revised manuscript received August 9, 1995. Associate Techni-
cal Editor: G. Karniadakis.
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phy et al., 1989). While the Stewartson-Wedemeyer theory uses
the boundary layer approximation in both the radial and axial
directions, the KGS method employs the boundary layer approx-
imation in the axial direction and solves the linearized Navier-
Stokes equations in the radial direction.

The linearized Navier-Stokes equations when the coning
angle is sufficiently small is the basis of the approach suggested
by Hall, Sedney, and Gerber (HSG) (Hall et al., 1990). This
approach expands velocity components and pressure in a series
of products of complex trigonometric functions in axial direc-
tion and radial ‘‘eigenfunctions’’ that satisfy homogeneous
boundary conditions at the side wall. The expansion coefficients
of the series can be found from the boundary conditions at the
end walls by collocation or least squares.

Selmi, Li, and Herbert (SLH) (Selmi et al., 1992) have devel-
oped an alternative method to calculate the moments exerted
by the liquid inside the cylinder from the linearized Navier-
Stokes equations. The SLH approach is based on the observation
that when using a control volume analysis to calculate the mo-
ments, these moments depend essentially on the axial velocity.
They have derived a single sixth-order partial differential equa-
tion for the axial velocity component and solved it by eigenfunc-
tion expansion. An extension of this approach to solve for the
moments inside partially filled cylinders and cylinders con-
taining a central rod is given by Selmi and Herbert (1995).

Although solving the linearized Navier-Stokes equations as
done by Selmi and Herbert (1995) yielded fast numerical codes
for the evaluation of the moments, these codes can handle only
linear problems. Full Navier-Stokes equations, however, must
be solved to know the effect of nonlinearities on these moments.
In this paper, we solve the nonlinear problem by solving the
full Navier-Stokes equations by a spectral collocation method
to determine whether nonlinear effects are significant for flows
in spinning and coning cylinders containing a partial fill or a
central rod. Our main goal in studying the above flow configu-
rations is to gain insight and analytical capabilities for the design
of stable configurations. While a central rod or partial fill may
serve to intentionally change liquid moments and resonant fre-
quencies, partial fills are also frequent off-design products.
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2 Governing Equations

We consider the flow of an incompressible fluid of density
p and viscosity p inside a cylinder of radius a and length 2c¢.
The cylinder is rotating about its axis at the spin rate w and
rotating about an axis that passes through its center of mass at
the coning rate 2. We will consider two internal configurations
that can be treated in a similar manner. In one configuration,
the cylinder contains a central rod of radius g, < a and the
fluid completely fills the annulus bounded by the surface of the
rod and the end and side walls of the cylinder. Thus the volume
of the fluid and the volume of the rod equals the volume of the
cylinder. In the second configuration the cylinder is partially
filled with a fluid of fill radius ay < a. We define the fill radius
as the radial distance from the center of the cylinder to the
location of the free surface of the fluid that results under the
influence of centrifugal forces when the cylinder is spinning
about its axis and there is no coning motion.

Another measure of the fluid quantity inside the cylinder is
the fill ratio f defined as the ratio of the volume of the liquid
V, to the volume of the cylinder V. When the cylinder is spin-
ning and coning simultaneously, the fill radius, that we denote
by a,, is no longer constant, but varies with the axial and azi-
muthal directions. When the spinning rate is much larger than
the coning rate, as in practical applications, the deviation of a;
from gy is small. In this study it is assumed that this is the case.

We use Cartesian coordinates (x, y, z), where z is the spin
axis and x is normal to z and coplanar with both the spin axis
and the coning axis Z. The angle between spin axis and coning
axis is denoted by 6, as shown in Fig. 1. We also use cylindrical
coordinates (r, ¢, z) where r is along the radial direction and
¢ is along the azimuthal direction. The coning system (x, y, z)
or (r, ¢, z) rotates about the Z-axis of the inertial system (X,
Y, Z) at the coning rate 2. The flow quantities are made dimen-
sionless by using p to scale mass, a to scale length, and w to
scale time. The problem then depends on the aspect ratio n =
alc, the coning frequency 7 = (2/w, the coning angle 6, the
fill radivs r, = aog/a (or the fill ratio f = V,/V), and the
Reynolds number Re = wa?/v, where v is the kinematic viscos-
ity. For a cylinder containing a partial fill, the dimensionless
radial distance locating the free surface is r; = a;/a and is an
unknown function of ¢ and z that needs to be determined. For
convenience, we write ry = ry + {(z, ¢), where {(z, ¢) is the
radial deviation of the interface from the axisymmetric surface
of radius ry. Moreover, we split the velocity field into a compo-
nent due to rigid-body rotation (re4, e4 being a unit vector in

Fig. 1 Description of geometry
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the azimuthal direction) and a deviation from rigid-body motion
(v). While we split the pressure according to

P =3{(1 + 7)°(r* = r3) + r’r}

(1)

where 7, = —ecos ¢, 7y =esing, 7, = T cos 4, and € = T
sin . The equations governing the velocity components v =
(v, Vg, V) and pressure p’ have been derived by Herbert
(1985). They take the form

+ z%?* = 2rzrir,] + pY,

19 16v¢, avz
-— () +—-—+==0, 2
r6r(rv) r o 9z (24)
2
' Vo ;
D'v, — = = 2(1 + 7 )vy + 2740,
r
d '
:_59.1_’_+_1_ D”v,,—v—;—%@‘—” . (2b)
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, O d d v 0 a
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ar ¢ or r 9P d
and
3* 14 1 8 3?
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or radr r°d¢ 9z

For a cylinder containing a central rod, Egs. (2a) through (24d)
are supplemented with the no-slip conditions at the end walls
(z = *n), side wall (r = 1), and at the surface of the central
rod (r = ry), namely,

(3)

While for a cylinder containing a partial fill, in addition to the
no-slip conditions (3) applied at the side wall (r = 1) and at
the end walls (z = %), Egs. (2a) through (2d) are supple-
mented with the conditions of vanishing stresses at the free
surface interface. When the cylinder is only rotating about its
axis (¢ = 0), the radial interface deviation { vanishes. More-
over, when ¢ = 0, the governing equations admit the trivial
solution v = 0 and p = 0, and since the forcing of the flow
quantities are @(¢), then the velocity deviation from solid body
rotation v and { are @(e). Hence it is well justified for small ¢
(and consequently small {) to linearize the free stress conditions
at the interface with e. When this is done these conditions take
the form

v = vy = v, = 0.

dv,
—+—==0, 4
ar 0z (4)
9 (v, 1 dv,
— (2] + = =0, 4b
" or <r> r o (4)
2 ov, 1
-p¢ + Rear =3 [2rG(1 + 7,)% + 2rozT,e cos ¢p]. (4c)
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Table 1 Convergence of the moments for a cylinder con-
taining a coaxial rod at n = 4.368, v = 0.16667, 8 = 20°, r,
= 0.2, and Re = 20

Table 2 Convergence of the moments for a cylinder con-
taining a partial fill at n = 4.368, 7 = 0.16667, 6§ = 20° r,
= (.2, and Re = 20

K 2L+1 M M, M, M, K 2L+1 M M, M, M,

5 3 5 7797500E-02 6.507513E-02 2.838058E-02 5 3 S 8.159883E-02 7.683548E-02  2.969954E-02
7 3 7 7.816556E-02 6.526656E-02 2.844994E-02 7 3 7 8.169305E-02 7.720829E-02  2.973384E-02
9 3 9  7.818229E-02 6.528047E-02 2.845603E-02 9 3 9 8.162443E-02 7.721073E-02  2.970886E-02
11 3 1t 7.818312E-02 6.527786E-02 2.845633E-02 11 3 11 8.161829E-02 7.719745E-02  2.970663E-02
5 5 5 7.813800B-02 6.517547B-02 2.843991E-02 5 5 5 8.188372E-02 7.691139E-02  2.980324E-02
7 5 7  7.833498E-02 6.534655B-02 2.851160E-02 7 5 7 8.196267E-02 7.728367E-02  2.983197E-02
9 5 9 7.835370E-02 6.535958E-02 2.851841E-02 9 5 9  8.188500E-02 7.729080E-02  2.980370E-02
11 5 11 7.835426E-02 6.535732B-02 2.851862E-02 11 5 11 8.187803E-02 7.727703E-02  2.980117E-02

From kinematics and for small {, € is related to the radial
velocity by v,.(ro, ¢, z) = (/3¢ and this relation is used to
eliminate { from the interface condition (4c¢),

_8p“+ 2 8%,

d¢p Re 6r8c/; (5

— 10 (1 + 7,)% = —ryzT,€ sin ¢.
Equations (2a) through (2d) support the following symmet-
ries: if (v,, vy, v,, p?, {) is the solution at (7, ¢, z), the solution
at (r, ¢ + m, —z)is (v, Vg, —v;, p?, (). These symmetries are
exploited to save computational power, If we further linearize
the governing equations with ¢, the continuity equation remains
unchanged, while the steady-state momentum equations could
be written in vector form as,
Vv =0

J 1
—v+2r7-,ez+2'r><v+Vp"—E~ (6)
e

¢

where e, is a unit vector in the z direction, V is the gradient
operator, V> = D" is the Laplacian, and 7 = (0, 0, 1 + 7).
These equations support the additional symmetries: v(r, ¢ +
™, 2) = ~v(r, ¢, 2), p*(r, ¢ + m, 2) = —p‘(r, ¢, 2), and
C(¢p + m, z) = —{(¢, z). Our ultimate objective is to compare
the solution of the linear problem to that of the nonlinear prob—
lem for practical geometrical and flow parameters.

3 Evaluation of Moments

Our main objective is to calculate the moment induced by
the liquid inside the cylinder. For convenience, we use the
aeroballistic reference frame (x, y, z) to express the moment
in terms of Cartesian components (M,, M,, M,). For small {,
it can then be shown (Murphy, 1985; Murphy et al., 1989;
Herbert and Li, 1990) that these components are related to the
flow velocities by

n 27 Ml
MX=28(pw2a5)cosef f fvzr2C08¢'drd¢dZ» (7a)
w -nvo o

M, = M, tan 6, (7b)

n 27 1
M,=2 2 (pw?a®) cos 6 f f f vr? sin ¢drdepdz
w -1 v ry

+ = (pw 2a*) sin 6 f f f veridrdgpdz. (7c)

The above formulas are only valid for steady-state conditions
as it is the case here. For unsteady flows, the reader is referred
to the study by Li and Herbert (1991) for appropriate evaluation
of the moments.

If we represent the velocity field by the Fourier series
vir, ¢, 2) = X v(r.2)e™,

i?=-1, (8)

Vi = (un! Uns Wll)’

Journal of Fluids Engineering

then it is evident from the expressions of the moments, upon
performing the integrations over ¢, that we need only to con-
sider the Fourier components w, and v. If the flow quantities
are expanded in powers of e, it becomes obvious that w; is
O(e) (since the forcing term in the equations of 9(e) is simply
periodic) and v, is @(e?). Sine v, is @(e?) it cannot be deter-
mined by simply solving the linear Navier-Stokes equations of
O(e).

4 Discussion

Details of how to discretize the governing equations along
with the boundary conditions using the spectral collocation
method for both configurations are given in the Appendix. The
nonlinear system resulting from the discretization is solved iter-
atively, and requires a guessed solution to start the iteration. In
the first step, the linear algebraic system resulting from linear-
ization of the governing equations in ¢ (Eqgs. {(6)) is solved by
Gauss elimination. Subsequently, the nonlinear problem is
solved iteratively by the modified Newton’s method. For each
iteration step, the nonlinear terms are evaluated using the solu-
tion at the previous step. This modifies only the right-hand side
of the linear system solved in the first step and, consequently,
the whole iteration process is equivalent to solving a linear
system with different right-hand sides. This approach is compu-
tationally less expensive than that of Newton-Raphson iteration
where each step requires solving a new algebraic system of
relatively large size to obtain the corrections to the previous
approximations. However, the modified Newton’s method
sometimes does not lead to a converging solution especially
when nonlinear effects are strong. When this happens, the New-
ton-Raphson method is utilized instead. Therefore three codes
based on the spectral collocation techniques discussed in the
Appendix have been written; one solves only the linear system,
the second reads a guessed solution and solves for the nonlinear
solution using the modified Newton’s method, and the third
reads a guessed solution and solves for the nonlinear solution
using the Newton-Raphson method.
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Fig. 2 Dimensionless yaw moment versus dimensionless fill radius for
a cylinder containing a central rod at » = 0.1, » = 4.5 and 0 = 2 deg.
Comparison of the linear results (solid lines) and nonlinear resuits (cir-
cles).
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Fig. 3 Dimensionless pitch moment versus dimensioniess fill radius for
a partially filled cylinder at 7 = 0.1, » = 4.5 and 6 = 2 deg. Comparison
of the linear results {solid lines) and nonlinear results {circles).

The spectral collocation codes that we have written are opera-
tional for Reynolds numbers up to Re = 1000. The code based
on the modified Newton’s method requires about 87 seconds
CPU time on a Cray YM-P/864 for resolutions of 11 X 11 X
5 polynomials in the r, z, and ¢ directions, respectively. Beyond
this resolution, which is needed for flows at Reynolds number
above 1000 and especially at parameters leading to resonance,
the code becomes relatively expensive not in terms of CPU
time but in terms of memory requirement. Tables 1 and 2 show
the convergence of the moments as calculated by Eqgs. (7) for
different resolutions. We can see from these tables that we
achieve at least 5 digits of accuracy with resolutions of 11 X
11 X 5 polynomials in the r, z, and ¢ directions, respectively.

5 Results

We have used the control volume expressions presented in
Section 3 to calculate the moments exerted by the liquid payload
on the walls of the cylinder. Figures 2 and 3 present the variation
of the dimensionless yaw moment (M,/(pw?a®)) and dimen-
sionless pitch moment (M,/(pw?a®)) with the dimensionless
fill radius #, for different Reynolds numbers and for an aspect
ratio of 7 = 4.5, a coning frequency of = 0.1, and coning
angle of § = 2 deg. The aspect ratio and coning frequency
chosen are typical of what is recorded in flight for liquid-filled
projectiles (Miller, 1991). The coning angle, however, was
chosen so small for the sake of determining if there are any
nonlinear effects on the moments at small coning angles. The
figures compare the nonlinear results (shown as circles) with
the linear ones (shown as solid lines). As can be seen, these
figures indicate no difference in both results even for the pitch
moment which requires the mean of the azimuthal velocity vy
(which cannot be determined from linear analysis) and the
fundamental of the axial velocity w, (which can be determined
from linear analysis).

We have also computed the moments at the same coning
frequency and aspect ratio as the above results, but at high

0.0 0.2 0.4 0.6 0.8 1.0
To

Fig. 4 Dimensionless pitch moment versus dimensionless fill radius for
a cylinder containing a central rod at + = 0.1, n = 4.5 and 6 = 20 deg.
Comparison of the linear resuits (solid lines) and nonlinear results (cir-
cles).
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Fig. 5 Dimensionless yaw moment versus dimensionless fill radius for
a cylinder containing a central rod at Re = 450, 7 = 0,1111, » = 3 and 6
= 2 deg. Comparison of the results with those of Murphy et al. obtained
by the KGS method and those of Selmi obtained by the SLH method.

coning angle, § = 20 deg. The results show no nonlinear effects
on the yaw moment (M,) and roll moment (M,) for fill radii
not too close to that causing resonance with inertial waves and
a negligible effect for fill radii close to that causing resonance
with inertial waves. A detailed discussion of resonance is given
by Selmi and Herbert (1995). There is, however, a slight non-
linear effect on the pitch moment M, as can be seen from Fig.
4, This effect is seen for any fill radius and it is due to the
contribution of the mean component of the azimuthal velocity.
Nevertheless, this effect is insignificant for all engineering prac-
tices. The difference between linear and nonlinear results does
not surpass 2 percent.

Figure 5 compares our results with those obtained by Selmi
(1991) using the SLH method of Selmi et al. (1992) and those
obtained by Murphy et al. (1989) using the KGS method. The
slight discrepancy between our linear results and the linear re-
sults of Selmi (1991) is due to difference in resolution with the
eigenfunction approach being the most accurate since a large
number of eigenfunctions are used in the SLH expansion as
compared to the number of Chebyshev polynomials used here.
In this study, we have used 11 X 11 Chebyshev polynomials
in r and z and 5 Fourier functions in ¢. In the eigenfunction
approach as many as 120 eigenfunctions in z are used as it
does not require intensive CPU time since it converts the three-
dimensional problem into a one-dimensional one. The slight
discrepancy between our results and the linear results of Murphy
et al. is probably due to the boundary layer approximation used
in the KGS method.

All of the above moments have been computed for relatively
small coning frequencies (7 ~ 0.1) which are of practical inter-
est in the case of flights of liquid-filled projectiles. However,
our method can handle the computation of moments at higher
values of the coning frequency. Figures 6 and 7 show the yaw
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Fig. 6 Dimensionless yaw moment versus cohing frequency for a cylin-

der containing a central rod at Re = 500, n = 4.368, 8 = 20 deg, and r,
= 0.2. Comparison of the linear results (---) and nonlinear results {—).
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Fig. 7 Dimensionless pitch moment versus coning frecuency for a cylin-
der containing a central rod at Re = 500, = 4.368, 6 = 20 deg, and r,
= (.2, Comparison of the linear results {---) and nonlinear results {—).

and pitch moments versus the coning frequency respectively
for a cylinder containing a coaxial rod. As can be seen from
the figures and as it is expected nonlinear effects increase as
the coning frequency increases. For the case depicted in both
figures, we see that the moments computed using nonlinear
analysis start to deviate significantly from those computed using
linear analysis as the coning frequency surpasses about 0.3.

6 Conclusions

We have described in details how to solve the steady three-
dimensional Navier-Stokes equations describing the motion of
a liquid inside a spinning and coning cylinder containing a
partial fill or a central rod at arbitrary Reynolds number, coning
frequency, coning angle, and fill ratio by the spectral collocation
technique. We have also presented how to calculate the mo-
ments caused by the liquid inside the cylinder.

The spectral collocation codes which solve the three-dimen-
sional Navier-Stokes equations have shed some lights into how
significant nonlinear effects are on the moments for Reynolds
numbers up to 1000 and for flight parameters of practical inter-
est (7 =~ 0.1). In this regard, it was found that for small coning
angles, there is no effect at all. However, as the coning angle
increases there is a small effect on the Roll and Yaw moments
near resonance and there is a small effect on the pitch moment
which is due to the contribution of the mean of the azimuthal
velocity. Nevertheless, this effect is negligible from the view-
point of engineering design and analysis. It has also been found
that as 7 increases, nonlinear effects increase, and they become
significant as € surpasses 0.1.
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A Solution Procedure »

For convenience, we treat both configurations simultaneously
by introducing the parameter «, where & = 0 is used in case
of a cylinder with a central rod and & = 1 is used in case of a
partially filled cylinder. We approximate the flow quantities by

K+ta~1 L M-1
U= Y 2 X uuaRE(F) cos (I9)Z 4(z/n)
k=0 =0 m=0

K+ta—1 L M-1

+ Y X Y GunREP) sin (I)Z4(z/n) (9)

k=0 I=1 m=0

and similar expressions for vs, v, and p?, where 7 = (2r — 1
= r)/(1 — ry) is an algebraic mapping that maps the radial
domain [7y, 1] into the interval [—1, 1], R{(#) and
Z 5(z/n), with 8 = u, v, w, or p, are linear combinations of
Chebyshev polynomials suitably chosen for each flow configu-
ration to satisfy both symmetry and boundary conditions. If 7,
denotes a Chebyshev polynomial of order m, these functions

are
23(2) = 75(%)
n n
Tz,m(f) - Tz,,,(f) ., if I is even,
n n

= (10)
sza(f) - TZW.(E) . if s odd,
Ui n
szz(f) - Tz,n<£> . if is odd,
z n n
Z:,(—) = (11)
n
T2m+3<£> - T2m+1<£) " iflis even,
n n
R{(F) = Ru(#) = RY(P)
Ti2(7) — T (#), for the rod case, (12)
| Ti1(7) — Ti(7), for partial fill case,
T2m<5) ., if 1 is even,
z n
Zf’.;(-) = (13)
" z
T2m+1(—) , iflis Odd,
n
RE(P) = Ti(F). (14)
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All these expansion functions satisfy all boundary conditions
implicitly except for the case of partial fill. For this case, expan-
sion (12) does not allow satisfying the interface conditions
implicitly. They are satisfied explicitly and that’s why in series
(9) one extra expansion function in the radial direction is as-
sumed for the partial fill case. When series (9) are substituted
into the governing Eqgs. (2) and the resulting equations are
satisfied at the collocation points,

Z,
(r~k7 ¢l» ——>
n

( 2k + 1 1—-1 2m + 1
= | cos T, 2

iM

T , COS
2K 2L+ 1

7r> , (15)

where k =0,1,2,...,K-1,1=1,2,...,2L + 1,and m
=0,1,2,...,M— 1, asystem of nonlinear algebraic equations
for the 4+ (K + a)+(2L + 1)+ M unknown expansion coeffi-
cients results. This system of equations can be written as
£(C) =0, (16)
where f is a vector function representing the governing equa-
tions at the collocation points and C is a vector whose entries
are the expansion coefficients. Since this system is nonlinear, it
must be solved iteratively. If C° denotes a known approximate
solution, then a closer solution to the right one, C™, could be
obtained by Newton-Raphson iteration,

Crev — Cold _ J_lf(COId), (17)
where J is the Jacobian of the system. Of course it is not needed
that J be inverted, but a correction, 6C, to the old solution is
found first by solving the linear system,

J6C = —f(CY), (18)

then, the new solution is formed as follows: C™" = C° + §C.
The iteration is repeated till the new solution becomes the same
as the old one within a small prescribed error. This method
requires solving a new system in each iteration and could be
quite expensive. A less expensive method is the modified New-
ton’s method. If we let

340 / Vol. 118, JUNE 1996

Cc=C+6C, (19)

where C is a known solution, and substitute it into Eq. (16),
the following system results

J65C = —£(C) + g(6C) (20)

where g is a nonlinear vector function of (6C). The above
system is also solved iteratively. In the first step, the nonlinear
terms are neglected, that is we solve

J6C® = —f£(C) 21)

for §C° which is a first guess for §C. In the subsequent steps,
if the superscript i denotes the ith iteration, we solve

J6C' = —£(C) + g(6C™1). (22)

The iteration is stopped when §C' becomes within a small error
of 6C™1,

The above analysis could be quite confusing as far as how
to generate the discrete system and how to solve it. A simpler
way to understand this is as follows. We split the flow variables
as

v, =U+U, v,=V+V,
=W+ W, p‘=FP+P, (23)

where U, V, W, and P represent a known approximate solution.
This could be an exact solution at a different Reynolds number
than the desired one. The purpose now is to solve for the correc-
tion variables U, V, W, and P. We substitute Egs. (23) into
the governing Egs. (2) and expand U, V, W, and P in series
as in expansion (9). If the resulting equations are satisfied at
the collocation points (15) and the expansion coefficients are
stored in the vector 6C, we obtain the system of Egs. (20).
Now if the nonlinear terms are neglected and the approximate
solution (represented by I7, V, W, and P or C) is updated during
each iteration, the Jacobian changes and a linear system is
solved for the corrections U, V, W, and P or 6C during each
iteration. This method is known as the Newton-Raphson’s
method. If, however, the nonlinear terms are kept and the origi-
nal approximate solution is kept unchanged during each itera-
tion, the Jacobian does not change and a linear system is solved
once and only the right hand side of the system changes during
each iteration. This method is known as the modified Newton’s
method.
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d + 36.2.

Introduction

The sine-waved pipe can be one of the most efficient tube
shapes used in many heat transfer equipment because of the
more vigorous mixing of fluid provided by the alternating bends
than, for example, in coiled pipes (Shimizu et al., 1982) and a
good relaxation of possible thermal stresses. This tube configu-
ration should find wider application when the fluid and heat
flow characteristics are known and the optimization of the tube
geometry is possible. At present, the sine-waved tubes are used,
for example, in shell-and-tube heat exchangers for domestic and
industrial water heating systems, in floor heating systems and
in plate solar collectors.

Flows in helical coils and in single bends of the pipe of
circular cross-section are well recognized (for example: Ward-
Smith, 1980; Berger and Talbot, 1983; Ito, 1987). Fluid in the
central part of the pipe having higher velocity is subjected to a
larger centrifugal force than the slower fluid at the pipe walls.
This causes the fluid to move outward from a central region of
the pipe towards the side walls producing a secondary flow
imposed on the main axial flow which is seen as a counter-
rotating helical vortex pair (originally described by Dean,
1927). For flow in a single bend, for example in a 90 deg bend
having a curvature ratio (ratio of centerline curvature radius to
the tube radius) lower than 2R,/d = 3, a separation and reversed
flow can occur. Strong influence of the single bend curvature
on the pressure difference between outer and inner walls appears
about two diameters upstream and exists about three diameters
downstream from the bend (Ito, 1960). One can expect that
the velocity profile distorted by the bend will be observed for
much longer downstream distance. Flow in a wavy pipe ap-
proaching a consecutive bend (sine crest) will be much more
complex. Pressure losses of the flow in a sine-wavy pipe will
be a result of the very complex velocity gradient distribution
and friction at the pipe wall and of the dissipation of energy of
the vortex pair produced by each consecutive bend. The only
data concerning pressure drop in a sine pipe flow (only at 4/d
= 10) were reported by Abou-Arab et al. (1991).

In our paper, the results of measurements of pressure losses
in a sine-wavy pipe flow are presented for a wide range of
the two nondimensional geometrical parameters (i.e., #/d-sine-
wave amplitude and \/d-sine-wavelength) and of the Reynolds
number.

Experimental Setup
Pressure losses in a sine~wavy pipe flow were measured using
the set up shown schematically in Fig. 1. Constant pressure
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10 000, and in the ranges of wavelength from N/d = 17.7 to 150 and amplitude from
h/d = 1.5 to 32. The Dean number, based on the minimum radius of the sine-waved
centerline curvature, below which the influence of the sine-pipe shape in comparison
to the straight tube was not seen is De < ~20. A smooth transition from laminar to
turbulent region in the friction factor versus Reynolds number plot was observed. In
turbulent region the effect of the sine-pipe shape can be neglected for N/d = 1.36*h/

before the test section assured a constant flow rate during each
run when a flow rate, pressure loss, and temperature were re-
corded. A fully developed pipe velocity profile at the entrance
to the test section was obtained with the developing section of
the 100d long straight pipe. For the developing and test sections
a high quality thick-walled plastic pipe of 5.66 mm in diameter
was used. A precise determination of the internal diameter of
the test section plastic pipe was achieved by weighing the mass
of water filling the pipe of known length. The length of the
pipe of the test section was 5 m. The centerline of the sine-
waved pipe was determined by the formula y = A* sin (27x/
\). The sine-waved pipe projected contour was traced on the
soft flat plywood plate with the two rows of a number of guiding
pins and then the plastic pipe was inserted in between. At small
curvature radius (close to 2R./d = 3) some deformation of the
circular cross-section of the pipe was compensated by pressing
the pipe bends to the plate with semicircular clamps.

Water mass flow rate was measured with a weight technique
using two electronic precise scales of 3.5 and 20 kg in range.
Pressure losses were measured with 1 m long mercury and 2.5
m long water U-tube manometers, and for very low pressure
losses a U-tube water manometer was inclined at a ratio 1:10.
It was important to keep the temperature of water in U-tube
manometer, in both pressure impulse plastic pipes and in the
test section, on the same level. To reduce the entry and exit
effects the pressure taps were located in the side plane wall of
the sine-waved pipe. The upstream pressure tap was located at
the distance 3d before the first bend. Flow rate of water was
controlled with the upstream and downstream valves to obtain
a stable flow.

Before the main measurements were started a calibration test
was executed with the 5 m long straight test section pipe. A
very good agreement of the measured pressure losses with the
theoretical solution based on the Hagen-Poiseuille law (f; =
64/Re) in a laminar region and with the formula of Blassius
(f, = 0.3164/Re®%) in turbulent region valid for a hydraulically
smooth pipe has been observed (Fig. 2). A laminar-turbulent
transition was located at the Reynolds number Re = 4000 sug-
gesting relatively calm flow conditions at the inlet to the test
section despite the upstream control valve disturbances. Density
and viscosity of water were determined with the formulas pro-
vided by Gluck (1986). Due to a precise instrumentation and
techniques employed a high accuracy of each experimental
point was achieved (except some measurements at very low
flow rates). The maximum overall uncertainties based on the
single sample analysis (e.g., Moffat, 1988) in measurements of
the friction factor f were *+4.5 percent at the Re = 100, 2.5
percent at the Re = 300 and below *1.5 percent at the Re =
1000 with 95 percent certainty. These values were dominated
by the errors associated with the pressure measurements. The
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Fig.1 Line diagram of experimental rig for pressure-loss measurements
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Fig. 2 Friction factor for a straight pipe flow

uncertainty in determination of the Re number was +0.6 percent
with 95 percent certainty.

The lowest number of bends of the sine-waved pipe test
section in some cases was about 10 (see Table 1). In these
cases the distances between the points of the minimum curva-
ture radius were relatively long (about 90d) and the pressure
drops on the first, second and subsequent bends were very close,
In the remaining cases due to the larger number of bends these
differences did not introduce significant errors. Therefore we
may say that the obtained results represent the data valid for
the periodically developed flow in the sine-waved pipe.

Results and Discussion

A map of 17 geometrical configurations for which a series
of measurements of pressure losses versus flow rate were per-
formed, is shown in Fig. 3. A general strategy of the distribution
of the geometrical parameters of the sine-wave pipe was to
cover the practical area of application as well to find the limits of
the effect of the sine-wave curvature. There are no experimental
points at high amplitude and low wavelength because it was
rather difficult to produce pipe bends having a curvature ratio
below 2R,/d = ~3.
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Fig. 3 Map of investigated geometrical configurations of a sine-wavy
pipe

1.00; ===
4 a) h/d=2.65
S \
2 & T
i SR .
2 \;i] -
Q SRt 4 L .
& o0 N L] -
z - =
[=] T Yok < P S
§ 84/Re Pk A S
[
w [ ]
1— STRAIGHT ® yd=17.67 -+ )/d=25.84 0.3184/Re
O Vd=3345 A Nd=600 > )d=100
oot T — ——
Re=Ud/N
Fig. 4(a)
1.00;  oo———
o
j\ b) hid=32
Y
&
g u\"“n.-
=
5 RGN
Z o0
z e
o Skt
=
2 o]
u. \
0.9164/Re"
—— STRAIGHT x Nd=50 D Ad=100 -+ )d=150
0.0.1 - T T ,10.00 v v Tt v1’0()00
Re=Ud/v
Fig. 4(b)

Fig. 4 Friction factor as a function of Reynolds number at A/d = const.
(effect of A/d)

Total pressure losses for a sine-wavy pipe flow are presented
in a form of the Darcy friction factor versus Reynolds number
f» = f(Re) in Figs. 4 and 5 where the effects of the wave

Nomenclature
d = diameter of L=
tube AP =

De = Re(d/2R.)"? = Dean number R, = (M/27)%/h =
f= AP/(0.5*U*pL/d) = Darcy friction
factor
h = sine-wave Re = U*d