
Downloaded 03 Jun 2010 to 171.66.16.159. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Rizk, M. A., Mostafa, A. A., and Abolfadi, M. A., 1993, "Calculation of a Squires, K. D., and Eaton, J. K., 1990, "Particle Response and Turbulence 
Particle-Laden Flat Plate Turbulent Boundary Layer," Gas-Solid Flows, ASME Modification in Isotropic Turbulence," Physics of Fluids A, Vol. 2, pp. 1191-
FED-Vol. 166, pp. 169-175. 1203. 

Rogers, C. B., and Eaton, I. K., 1991, "The Effect of Small Particles on Fluid Squires, K, D., and Eaton, J. K., 1994, "Effect of Selective Modification to 
TurbulenceinaFlat-Plate, Turbulent Boundary Layer in Air," P/iy.Wcio/F/wirfi Turbulence in Two-Equation Models for Particle-Laden Turbulent Flows," 
A, Vol. 3, No. 7, pp. 928-937. ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 116, pp. 778-784. 

Saffrnan, P. G 1965, "The Lift on a Small Sphere in a Slow Shear Flow " Xennekes, J., and Lumley, J. L., 1972, A First Course in Turbulence, The MIT 
Journal of Fluid Mechanics, Vol. 22, pp. 3&5-400 wd corrigendum, ibid. (1968), p^^^ Cambridee 

^°Segrk G.!^and Silverberg, A., 1962, "Behaviour of Macroscopic Rigid Spheres , ^T]:/- "^"f''*^; ^••. ™'l , ^ ' ' " " ; ' ; . " - , ,'''f "*• ' 'LDV Measurements of an 
in PoiseuiUe Flow. Part 1," Journal of Fluid Mechanic.'^. Vol. 14, pp. 115-135. Air-Solid Two-Phase Flow in a Vertical Pipe, Journal of Fluid Mechanics, Vol. 

Shuen, J-S., Solomon, A. S. P., Zhang, Q-F., and Faeth, G. M., 1985, "Structure ' 3 ^ ' PP- 417-434. 
of Particle-Laden Jets: Measurements and Predictions," AlAA Journal, Vol. 23, Zhou, M. D., and Wygnanski, I., 1993, "Parameters Governing the Turbulent 
No. 3, pp. 396-404. Wall Jet in An External Stream," AIAA Journal, Vol. 31, No. 5, pp. 848-853. 

(Contents continued) 

383 Application of Chaos Theory in Identification of Two-Phase Flow Patterns and Transitions in 
a Small, Horizontal, Rectangular Channel 

Y. Cai, M. W. Wambsganss, and J. A. Jendrzejczyk 

391 A Review of Electrical Impedance Techniques for the IVIeasurement of Multiphase Flows 
S. L. Ceccio and D. L. George 

400 Frequency Dependence of Mass Flow Gain Factor and Cavitation Compliance of Cavitating 
Inducers 

S. Otsuka, Y. Tsujimoto, K. Kamijo, and O. Furuya 

Technical Briefs 
409 Pressure Drop in Corrugated Pipes 

D. M. Bernhard and C. K. Hsieh 

410 Effect of Laminar Flow Control by Suction on Separation 
Jamal A. Masad and Ridha Abid 

412 Structural Modeling of the Wall Effects of Lorentz Force 
P. R. Bandyopadhyay and R. Balasubramanian 

414 Sources of Error in Eigenvalue Spectra for Pipe-Poiseuilie Flows 
A. H. Abbot and E. A. Moss 

416 An Experimental Study of a Three-Dimensional Pressure-Driven Turbulent Boundary Layer 
(Data Bank Contribution) 

M. S. Olgmen and R. L. Simpson 

419 Fluids Engineering Calendar 

Announcements and Special Notices 
247 Announcement—International Symposium, 1996 ASME Congress 

267 Transactions Change of Address Form 

306 Call for Papers—1998 Conference, Washington State 

421 Call for Symposium Papers—1977 Fluids Engineering Summer Meeting 

424 Call for Forum Papers—1997 Fluids Engineering Conference 

427 Statement of Numerical Accuracy 

427 Statement of Experimental Uncertainty 

427 Access to the Electronic JFE 

427 Submission of Papers 

Journal of Fluids Engineering JUNE 1996, Vol. 118 / 315 

Downloaded 03 Jun 2010 to 171.66.16.159. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



.kiurnal of 
Fluids 

[Engineering 

This issue of JFE contains a number of papers addressing 
the important topic of turbulence in fluid flow, especially those 
aspects related to modeling. Turbulence modeling has long been 
driven by a practical need to incorporate turbulence effects in 
predictions of fluid flow. This need has not diminished but has 
instead increased as other sources of error in predictions have 
been reduced, and computational power and numerical tech­
niques have improved. The capability to compute the flow 
around major components and even complete vehicles has been 
demonstrated, but the resulting accuracy in quantities most af­
fected by a turbulence model, such as drag and smooth surface 
separation has been inadequate. 

Lacking a comprehensive fundamental theory of turbulence, 
researchers and designers have resorted to approximate methods 
progressing from the simple to increasingly complex as ap­
proach after approach proved limited in performance. Much of 
the early work demonstrated remarkable intuition but had only 
a modest mathematical foundation. Today there is an expanding 
body of formal theory upon which to build, and models are 
required to meet stringent criteria derived from fundamental 
principles, including tensor formulation, reliability, response to 
system rotation, and consistency with rapid deformation theory, 
among others. Measurement capabilities, too, have improved 
dramatically. Though the hot-wire anemometer has undoubtedly 
produced the greatest body of information on turbulence, optical 
techniques such as LDV and PIV have contributed substantially, 
especially in complex or hostile environments. 

Though there have been substantial improvements, the pre­
diction of turbulent flow is still far from satisfactory. The most 
complex models, full second-order closures, have not generally 
been found to outperform simpler models, especially in wall-
bounded flow. On the other hand, the more sophisticated of 
the simpler eddy-viscosity models are based on equilibrium 
concepts which should limit their applicability. The extent of 
our knowledge of their usefulness has often been limited some­
what by unknown levels of error due to interaction with numer­
ics and gridding. The continued increase in available computa­
tional power will permit closer investigation of these issues in 
the future. 

Research efforts continue on a broad range of problems in 
the rich, challenging field of turbulence. In this issue, papers 
range from important reports on focused efforts, such as "High 
Freestream Turbulence Effects on Turbulent Boundary Layers" 
by K. Thole and D. Bogard to invaluable broad contributions, 
such as "Collaborative Testing of Turbulence Models" by P. 
Bradshaw, B. Launder, and .T. Lumley and "Review: Advances 
in Three-Dimensional Turbulent Boundary Layers with Empha­
sis on the Wall-Layer Regions" by J. Johnston and K. Flack. 
The particularly important challenge of predictions in the wall-
region is addressed in "A New Low-Reynolds-Number k-e 
Model for Turbulent Flow Over Smooth and Rough Surfaces" 
by H. Zhang, M. Faghri, and F. M. White, and "Modeling 
Reynolds-Number Effects in Wall-Bounded Turbulent Flows" 
by R. M. C. So, H. Aksoy, S. P. Yuan, and T. P. Sommer. 

The papers of Johnston and Flack and Bradshaw, Launder, 
and Lumley are also contributions to the Data Bank as is the 
paper ' 'An Experimental Study of a Three-Dimensional Pres­
sure-Driven Turbulent Boundary Layer" by M. S. Olcmen and 
R. L. Simpson. Two other experimental papers address im­
portant and complex internal flows: "Development of a Two-
Dimensional Turbulent Wake in a Curved Channel with a Posi­
tive Streamwise Pressure Gradient'' by J. John and M. T. Scho-
beiri, and "Turbulent Flow in Longitudinally Finned Tubes" 
by D. P. Edwards, A. Hirsa, and M. K. Jensen. The collection 
is rounded out by a thought-provoking paper on the interaction 
of computation and experiment in "The Experimentalist and 
the Problem of Turbulence in the Age of Supercomputers" by 
M. Gharib, and a contribution from the exciting field of large-
eddy simulation, ' 'Large-Eddy Simulation of Turbulent Flow 
in a Curved Pipe" by B. J. Boersma and F. T. M. Nieuwstadt. 
The papers cover a broad range of topics in turbulence modeling 
research and should serve as an encouragement for the develop­
ment of new ideas to help us along the path toward reliable, 
accurate predictions of turbulent flow based on a firm founda­
tion of scientific understanding. 

L. Patrick Purtell 
Office of Naval Research 
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HANDBOOK OF FLUID DYNAMICS AND FLUID MACHINERY, 

J. A. Schetz and A. E. Fuhs (Editors), John Wiley & Sons, Inc., New York, 1996. 

This comprehensive work contains a very complete and ex­
tensive coverage of virtually all aspects of fluid dynamics and 
fluid mechinery. It has been more than three decades since a 
comparable work was published edited by Victor Streeter. This 
Handbook does an admirable job of bringing the newest ad­
vances in theory, experiment, computations and engineering 
practice up-to-date in this important area of engineering and 
appUed science. 

The various chapters and sections of the Handbook were 
written by more than 100 distinguished international authors, 
experts in their respective fields from industry, government and 
universities. The editors did a marvelous job organizing the 
coverage, assembling such a noteworthy team of authors and 
pursuing this Herculean effort through to completion. 

The Handbook is not addressed to the experts. The level of 
coverage is designed such that an engineer or applied scientist 
with an undergraduate training in fluid dynamics will be able 
to gain an introduction into a new area of the general subject 
and also be directed to critical references with more detailed 
information. In addition, the Handbook contains important prac­
tical data on fluid properties, empirical correlations and perfor­
mance of fluid machinery components and systems. It will there­
fore prove very useful to practicing fluids engineers. 

The Handbook is divided into three volumes for ease of use 
consisting of 29 chapters with 2628 pages of text and figures. 
Each volume has its own Table of Contents and an Index for 
all three volumes. The appearance and usability of the book are 
excellent. 

Volume One covers Fundamentals of Fluid Dynamics in 14 
chapters with 919 pages. The topics are: Equations for Fluid 
Statics and Dynamics, Properties of Fluids, Non-Newtonian 
Liquids, Flow of Fluids with Viscosity and Thermal Conductiv­
ity, Internal Flows, Waves in Fluids, Thermodynamics for Fluid 
Flow, Fundamentals of Compressible Flows, Transonic Flow, 
Hypersonic Flow, Rarefied Gas Dynamics, Unsteady Flows, 
Complex Flows, and Multiphase Multicomponent Flows. 

Volume Two treats Experimental and Computational Fluid 
Dynamics in 8 chapters with 670 pages. The chapter titles are: 
Instrumentation for Fluid Dynamics, Fluid Dynamics Ground 
Test Facilities, Videotapes and Movies on Fluid Dynamics, In­
troduction to Computational Fluid Dynamics, Methods of Solv­
ing Fluid Dynamic Equations, Computational Methods for In-
viscid Flow, Computational Methods for Viscous Flow, and 
Computational Methods for Chemically Reacting Flow. 

Volume Three provides coverage of Applications of Fluid 
Dynamics in 7 chapters consisting of 1037 pages. The chapters 
are entitled: Fluid Dynamic Related Technologies; Fluid Dy­
namics in Nature; Static Components of Fluid Machinery; Posi­
tive Displacement Compressors; Pumps and Motors, Turboma-
chinery; Hydraulic Systems; and Pneumatic Systems. 

The editors and authors are to be congratulated for their 
selfless efforts in making the latest state-of-the-art accessible to 
a wide audience. This Handbook will find a useful place in the 
library of any practitioner or researcher in the field of fluid 
dynamics. 

The Technical Editor 
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Review—Advances in Three-
Dimensional Turbulent Boundary 
Layers With Emphasis on the 
Wall-Layer Regions 

(Data Bank Contribution)* 

Current information concerning three-dimensional turbulent boundary layers is dis­
cussed. Several topics are presented including (i) a detailed description of eleven 
experiments published since 1990. In nine cases cross flows are controlled by pressure 
gradients imposed from the freestream, but in two cases the cross flows are wall-
shear-driven. The other topics include (ii) an examination of state of the art in 
measurement techniques; (Hi) a look at some issues and ideas in turbulence modeling; 
and (iv) an introduction to new work on the visualization and description of quasi-
coherent structures (high/low-speed streaks and turbulent vortices) in three-dimen­
sional turbulent boundary layers. 

Introduction 

Turbulent boundary layers subject to forces which create 
cross-flow three-dimensionality (skewing of the mean velocity 
vectors) have been studied for over 60 years. Skewed turbulent 
boundary layers are more the rule than the exception in a multi­
tude of engineering flows including swept airfoils, curved ducts, 
axial compressor end walls, rotating disks, the bow and stern 
regions of ships, submarine hulls and so forth. Any time a force 
(pressure, shear, MHD, etc.) is applied to a boundary layer in 
a direction perpendicular to the local streamwise direction a 
cross-flow may be generated or changed. All cases studied here 
are generally designated 'secondary flow of the first kind' after 
Prandtl. We are not going to consider weak cross-flow three-
dimensionality produced directly by anisotropy in the turbulent 
Reynolds stresses seen, for example, in the comer bisector re­
gions of straight rectangular duct flows. This class of cross-
flow is often referred to as 'secondary flow of the second kind'. 

About 60 years ago, Gruschwitz (1935) studied the boundary 
layer on the flat end-wall of a curved rectangular duct in 
Prandtl's laboratory at Gottingen. He was the first investigator 
to display the cross-flow velocity component, W, as a function 
of the streamwise component, [/, in a hodograph or polar plot, 
and his data were used to help formulate an early computational 
model of three-dimensional turbulent boundary layer 
(3DTBL)' effects, Mager (1952). Later, Johnston (1960) pro­
posed a simplified version of this plot and called i t ' 'triangular,'' 
a designation which has unfortunately stuck to this day in spite 
of the fact that real data when presented in hodograph form (W 
versus U) forms a triangle with a rounded apex. By 1960, only 
a handful of experimental studies existed and none of these 
contained any turbulence data. A comprehensive study on com­
putation of SDTBLs (Nash & Patel 1972), based models of 
the Reynolds shear stresses on rather limited experimental data 
available at the time. In the late 1960's and early 1970's hot-

* Data liave been deposited to ttie JFE Data Bank. To access the file for this 
paper, see instructions on p. 427 of this issue. 

' We shall follow common practice by using 3DTBL to mean ' 'three-dimen­
sional turbulent boundary layer." 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
July 17, 1995; revised manuscript received December 13, 1995. Associate Techni­
cal Editor; D. P. Telionis. 

wire anemometry was used routinely in a few laboratories, and 
some three-dimensional turbulent Reynolds stress data (about 
five sets) using this technique were available by 1976 when an 
early review of the subject was undertaken, Johnston (1976). 
Other reviews are available today, including Bradshaw (1987), 
Cousteix (1986), Humphreys and Lindhout (1988), and a re­
cent paper of Olcmen and Simpson (1993) which reviews and 
evaluates the commonly used algebraic eddy-viscosity models. 
Schwarz and Bradshaw (1993) clearly summarize the main 
stumbhng points in current efforts at turbulence modeling for 
3DTBLS. 

The current state of turbulence modeling for computation in 
3DTBLs is not satisfactory. A principal goal of this paper is 
to summarize and interpret experimental data sets on simple 
3DTBLs which are shear or pressure driven, and thereby indi­
cate the role such a study may play in the improvement of 
turbulence models. As noted in Johnston's 1976 review, and 
confirmed in all subsequent studies, the assumption of a single, 
direction-insensitive (isotropic) eddy viscosity in 3DTBLs is 
not an accurate model to represent the turbulent shear stresses. 
But perhaps more important Bradshaw and Pontikos (1985) 
confirmed an earlier discovery by Van den Berg and Elsenaar 
(1972): skewed three-dimensional layers tend to have a ratio 
of turbulent shear stress to turbulent kinetic energy (the a, 
parameter often named after A. Townsend) that is lower than 
observed in equivalent two-dimensional flows. It would seem 
that the presence of cross-flow (mean streamwise vorticity) in 
the layer, can somehow disrupt or modify the quasi-coherent 
turbulent "eddy" structures responsible for the generation and 
destruction of the principal shear stresses -u'v' along the main-
flow and -w'v' in the cross-flow directions. 

By the mid-1980's hot-wire technology was widespread and 
laser Doppler anemometry (LDA) was coming into increasing 
use. Recently for example, LDA measurements of turbulence 
have been obtained down to y'*' (distance from the wall, y, 
scaled on total wall sheai" velocity, Q^ = \ITJP , and kinematic 
viscosity, ;>) of about 7, well into the viscous sublayer, a region 
not easily accessible by hot-wire methods. These and other new 
experimental results have been augmented by use of a new 
approach to the study of turbulence in three-dimensional flows, 
direct numerical simulation (DNS). Spalart (1989), IVIoin et 
al. (1990), Sendstad and Moin (1992), and Coleman et al. 
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(1995) studied three-dimensional flows using DNS, and ob­
tained useful near-wall data for low Reynolds number turbulent 
flows. 

A major objective of this paper is to discuss recent experi­
mental results selected from sources that might shed some light 
on the nature of skewed wall-layers with particular emphasis 
on the near-wall region, below y"̂  «* 100. (i) Eleven cases are 
reviewed individually. The experiments selected for review are 
representative of the majority of current work which we con­
sider useful for advancing knowledge in turbulence modeling. 
Commentary on experimental methods and accuracy of the cur­
rent data is provided, (ii) Some issues on modeling for computa­
tion are discussed, and recent data are used to illustrate some 
ideas. The particular issue of effects of upstream history on 
turbulence in three-dimensional flows is discussed, and some 
problems of modeling in the wall layers are clarified using the 
data. Finally (iii), we discuss the limited and controversial data 
on the quasi-coherent structure of turbulence in 3DTBLs. In 
quantity and quality these data can hardly be compared to the 
extensive structure results for two-dimensional flows, see Rob­
inson (1991a, b) . But, we feel that the development of greater 
understanding of the three-dimensional effects such as the 
strange lowering of aj cannot be achieved without better knowl­
edge of the structural details. 

Summary of Recent Experiments With Sliewed Layers 
The purpose of this summary is to bring the reader up-to-

date on recent experimental work not yet reviewed by others. 
Only those experiments which contain a reasonable amount of 
turbulent Reynolds stress data are summarized in Table 1 which 
also includes columns for special notations. 

The review is divided according to the principal mechanism 
which drives the cross-flows: nine cross-stream pressure gradi­
ent cases and two tangential wall shear driven flows. In the latter 
cases, the distinction is not completely valid because additional 
pressure gradients are introduced in one case (Driver and John­
ston, 1990), and in rotating disk flows, the tangential motion 
of the disk creates cross-flow in the radial direction because 
radial pressure forces are not available to balance the radial 
acceleration of fluid particles with tangential motion. A short 
section is included to discuss some new developments in the 
field, flows computed by direct numerical simulation (DNS) of 
the full Navier-Stokes equations, and finally we present com­
ments on limitations of measurement techniques in use today. 

Flows Driven by Transverse Pressure Gradients 
(1) Schwarz and Bradshaw (1992, 1993) used a simple ge­

ometry, the flat end-wall of a constant area, square (762 X 762 
mm) duct. The duct, which was approximately 4000 mm long, 
included a 30 degree bend (approx. 600 mm along a central 
arc) at its mid-point. The inlet momentum thickness Reynolds 
number, Re^i, was 4100, 1628 mm upstream of the bend where 
the reference air speed was 26.5 m/s. At the start of the bend, the 
boundary layer was 30 mm thick and Re^i f« 6000. Numerous 
pressure probe and hot-wire anemometer (Method II, see be­
low) profiles were obtained along, and off, the centerline of the 
flat wall upstream of, inside of, and downstream of the 30 
degree bend. The streamwise pressure gradients are rather small 
along the center line compared to the cross-stream gradients in 
the bend region. In addition, the boundary layer was thin (6 » 
30 mm) compared to the width of the duct. Consequently, flow 
from the concave, side-wall boundary layer did not enter the 
region of measurement until well downstream, in the rear por­
tion of the straight duct that followed the bend. Here, the flow, 
which had been skewed by up to 24 degrees in the bend, was 
slowly "recovering" to a 2D state. The major results of this 
study include details of the mean flow, all six Reynolds stresses, 
and all triple products of the fluctuations across the outer layers 
of the boundary layer, from yl6 « 0.1 to 1.2. The wall-layers 

are not resolved below the log-law region. The work is well 
documented and looks quite suitable as a test case for computa­
tion with advanced turbulence models. 

(2) Flack and Johnston (1993a, 1994) constructed an experi­
ment very similar to the Schwarz and Bradshaw case, but for 
use in a water-flow channel with reference flow speed of 0.2 
m/s and a lower Reynolds number, Re«i «» 1300, upstream of 
the 30 degree bend. The boundary layer thickness, 6, was 55 
mm at the inlet to the bend. Like Schwarz and Bradshaw they 
also had a straight duct downstream of the bend, but it was 
short and only allowed for partial recovery from three-dimen­
sional flow conditions. Their measurement technique (a three-
component laser Doppler velocimeter) was designed to pene­
trate deep into the viscous sublayers, down to y "*" = 1 for mean 
speed, Q, and y* «i 5 to 7 for other properties. Wall shear 
stress was obtained directly from the slope of the mean velocity 
profile, dQIdy, at the wall (see discussion on wall stress mea­
surement below). A complete set of nine mean velocity and 
turbulence profiles was obtained along the center line of the 
flat, end-wall (two upstream, five in the bend and two in the 
recovery zone, downstream). These results complement the data 
of Schwarz and Bradshaw in that they include the wall layers, 
well below yl6 «* 0.1, of a geometrically similar flow. In com­
parison to Schwarz & Bradshaw, this case is not likely to be 
useful as a direct test case for Reynolds averaged Navier-Stokes 
CFD codes. For example, wall static pressure distributions could 
not be obtained. 

(3) Flack and Johnston (1993a, b) also studied another case 
in their water channel, a flow which geometrically reproduced 
the case studied by Johnston (1970) on a separating boundary 
layer ahead of a sharp-edged, forward-facing, ' 'infinite'' step, 
swept back at 45 degrees on a flat wall. The Reji >== 1500 was 
again smaller than in the earlier air-flow study where Reji «* 
6900. However, using the LDV instrumentation, they were 
again able to look at the wall layers in detail. The number of 
profiles measured was small, but sufficient to show the similar­
ity to Johnston's case. In this case, and in the 30 degree bend, 
they also obtained flow visualization data in the wall layers. 

Other recent pressure driven flows are more complex than 
the flows discussed above. The flows of Schwarz and Bradshaw 
and Flack and Johnston have the cross-stream pressure gradient 
in a single direction without reversal of sign. This leads to 
cross-flow mean profiles which roughly approximate a triangle 
when viewed in W versus U coordinates, the hodograph or 
polar-plot form. As soon as the cross-stream gradient reverses 
sign, the flows become considerably more complex with the 
possibility of 180 degree reversal of sign of W in the inner part 
with respect to the outer part of a W{y) profile; the polar-plot 
tends to become 5-shaped, Cases (4) through (9), presented 
below, show this additional degree of complexity, but the last 
two cases (10) and (11), do not. 

(4) Olcmen and Simpson (1992) present results for flow in 
the boundary layer on a flat wind-tunnel wall where the cross-
stream pressure gradient reverses downstream. Three-dimen­
sionality is of the wing-body junction type caused by a symmet­
ric airfoil mounted vertically on the flat, boundary layer wall. 
The reference air speed was 27 m/s and Re^, was 6000. They 
collected mean velocity and Reynolds stress profiles by LDA 
at 8 stations along a mild, j'-shaped space curve in the plane of 
the flat wall. This curve, along which the profiles are equally 
spaced, starts about \ chord upstream of the airfoil disturbance 
and ends, about \ chord downstream of the airfoil's nose. The 
line of profiles is off the symmetry plane by roughly j to 1 
times the airfoil maximum thickness, outboard of the separation 
region formed by the horseshoe-shaped vortex that wraps 
around the nose of the airfoil. The wall shear stress was obtained 
by oil-film laser interferometry (Asilinger 1990). In this flow 
the pressure gradient along the freestream was mildly favorable, 
and the cross-stream pressure gradient reverses direction be-
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tween the third and fourth downstream station. Some data below 
JI+ ss 10 were obtained, but its high uncertainty reduces its 
utility beyond indicating general trends. Even further from the 
wall, above y"̂  of 50, substantial scatter is demonstrated in 
profiles of the turbulence stresses and kinetic energy. (A new, 
and more accurate, data set has recently been produced to re­
place the original data. Evaluation of the new data is still in 
progress). 

(5) Kreplin and Stager (1993) and Stager (1993), describe 
an experiment on a 2.4 m long, 6:1 prolate spheroid mounted 
at 10 degrees angle of attack in a 3 m X 3 m low speed wind 
tunnel. The Reynolds number based on model length was 4.8 
X lO*" for tunnel reference speed of 30 m/s. A four sensor hot­
wire probe was used to obtain boundary layer profiles of the 
mean flow and six Reynolds stress components in the outer 
regions from yl8 «> 0.05 to 1.0 at various azimuthal and axial 
locations. Data in the wall-layers were not obtained, and wall 
shear stress was not measured. The results confirmed the trends 
seen in other flows as discussed under "modeling issues" be­
low, and the data set might be useful as a computational test 
case. However, a new case, (6) below, has become available 
which is geometrically and dynamically almost identical to this 
flow. Improvements in measurement technique make the newer 
data more attractive for future study. 

(6) Chesnakas and Simpson (1994a) describe another experi­
ment on a 6:1 prolate spheroid set at 10 degrees to the wind 
tunnel freestream. This paper is a sequel to earlier studies of 
the same flow (Ahn 1992, Barber and Simpson 1991). The 
model was 1.37 m long, the tunnel flow speed was 67 m/s and 
the model length Reynolds number was 6.0 X 10*, a bit higher 
than for the nearly identical case (5) above. A special feature 
of this experiments is that all velocity data, up through turbulent 
triple products, were obtained with a unique, three-component, 
fiber-optic LDA probe designed for this case (Chesnakas and 
Simpson, 1994b). Uncertainty limitations on the data are care­
fully delineated. There is general agreement between results 
presented in this case and case (5), but here the boundary layers 
could be surveyed much closer to the wall, down to y"̂  « 7 in 
the lower parts of the wall-layer. Individual profiles were ob­
tained at 32 stations for five axial locations along the model 
and at a number of peripheral locations spaced equally from 
the windward to the leeward side. Careful attention was paid 
to obtaining profiles in the region of primary three-dimensional 
separation. Each profile contained only a limited number of 
radial positions (14 to 17) were measured from the edge of the 
boundary layer down to y = 0.1 mm from the wall. Wall shear 
stress was obtained by fitting mean velocity data in the inner, 
approximately collateral region to a Spalding type y*{U*) 
curve over five to six points between y* = 7 and 100. Because 
of its relatively simple geometry this experiment looks very 
good for the purpose of comparison to computed results. 

(7) Gleyzes et al. (1993) is a summary and status report on 
two experiments on scaled, finite, swept-back, three-dimen­
sional wing models, being conducted in parallel in two different 
wind tunnels, the LST of NLR (Netherlands) and the F2 of 
ONER A (France). This cooperative effort is using many differ­
ent measurement techniques, HW methods II and III, and LDA, 
to (i) show that the turbulent boundary layer flows in the two 
systems are properly similar, and (ii) to study the characteristics 
of the suction and pressure side boundary layers in sufficient 
detail to aid in turbulence modeling for Reynolds-averaged Na-
vier-Stokes (RANS) type computation. The overall Reynolds 
number (based on tunnel speed and model chord length) was 
set at 3.3 X 10* in both facilities, and comparative profiles 
demonstrate that the flows are indeed similar. Only a small 
amount of the data is presented in this paper, but a comparison 
to Schwarz and Bradshaw's case suggests that the effects of 
streamwise pressure gradients may be more important to turbu­
lence energy production than are the effects of cross-flow, even 
in this case where skewing angles as high as 40 degrees were 

obtained on the suction side of the airfoil. Because this case 
represents a flow of practical interest and because of the care 
and attention to detail in the acquisition of data, it will almost 
surely be used as a computational test case, and thus fulfill 
the intentions of its authors and the European Community, the 
sponsors of the work. 

(8) Troung and Brunet (1992) conducted an air flow experi­
ment with reversal of the cross-stream pressure gradients as part 
of a second European Community program of computational 
modeling of turbulence. Using rotatable X-wire anemometry, 
HW method II, they measured the mean velocity and Reynolds 
stress profiles at 24 stations downstream and 21 closely spaced 
stations far upstream along one flat wall of a duct with an S-
bend. Wall stress was determined by Preston tube at the down­
stream stations and the static pressure distribution was recorded 
in detail. The test region consisted of a 9 m long, horizontal, 
flat plate which spanned the distance between two identically 
shaped, vertical sidewalls of a duct. The vertical sidewalls were 
parallel and separated by 1 m. Downstream of the tunnel con­
traction, the first 3 m of each sidewall was straight; an S-shaped 
portion occupied the second 3 m; and the final 3 m was again 
straight and parallel to the upstream part of the wall. The free-
stream turned monotonically a total of 19 degrees over a dis­
tance of about 4.5 m (starting at flat plate's leading edge) before 
reversal of the cross-stream pressure gradient reduced the total 
turning angle to about 9 degrees at the final measurement sta­
tion, 5.5 m downstream. About 1.2 m downstream of the leading 
edge, the flow was two-dimensional with a freestream speed of 
18 m/s and Re^ «i 6100. Since the primary purpose of the 
study was to provide a test case for modeling and computations, 
detailed analysis of the data itself was not presented. Our pre­
liminary examination indicates some problems in the data for 
the region below y+ '^ 200 where the X-wire probe may accrue 
errors due to mean velocity gradients across its measurement 
volume. Fourteen additional papers in the volume where the 
paper appears attempt to compute the flow by a wide variety 
of methods and turbulence models. These efforts are summa­
rized by Ryhming et al. (1992) who provide some thoughtful 
conclusions for those who believe their measurements may be 
useful as a test case for development of turbulence models. 

(9) Pompeo (1992) and Pompeo et al. (1993) present mea­
surements in a different kind of 3DTBL. The flow is created 
on a flat wall with a central plane of symmetry along which 
there are no cross-flows, with the primary purpose of investigat­
ing effects of spanwise strain on boundary layer turbulence. A 
duct is used to create convergent flow in one case, and divergent 
flow in a second case (duct reversed). The duct decreases in 
vertical height as the side walls diverge so that the pressure 
gradient along the symmetry plane was nearly zero, except for 
the slow acceleration of the flow due to growth of the boundary 
layer displacement thickness. Reynolds stresses are measured 
on- and off-symmetry plane by HW method II, but near-wall 
data is limited because the boundary layers were quite thin. The 
upstream Re^ ranged from 4000 to 4700. Off the symmetry 
plane, spanwise pressure gradients cause mild skewing with 
maximum yaw angles of —8 degrees in the converging flow 
and -1-5 degrees in the diverging flow. Off-symmetry profiles 
show some of the characteristics already seen in other cases; 
the shear stress vector angle, y„ tends to lag behind the angle 
of the rate of strain, jg, in the outer layer, above yl8 ^ 0.1 to 
0.2 (see later discussion). The turbulence parameter, a,, de­
creases by a small amount in the region of strongest cross-flow, 
but reductions of the same magnitude are also evident on the 
symmetry plane where there is no skewing. It appears that ef­
fects of boundary layer cross-flow on turbulence structure may 
be small in this case compared to effects of spanwise strain. 

Flows Driven by Transverse Wall Shear and Pressure 
Gradient 

(10) Driver and Johnston (1990) modified the rig used by 
Driver and Hebbar (1987) so that they could apply a streamwise 
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adverse pressure gradient to the swirling, axially symmetric 
boundary layer on a stationary cylinder. The swirling flow was 
produced upstream by a segment of the cylinder which rotated 
with a surface speed equal to the upstream axial air speed, 30 
m/s. The Reg was approximately equal to 6000 at the start of 
the rotating section. In this case, the instantaneous values of all 
three velocity components were measured with a laser Doppler 
anemometer down to the edge of the viscous sublayer, as low 
as y^ f« 20. A number of different cases were run with and 
without swirl and axial pressure gradient. When the pressure 
gradient was applied to the non-swirUng, purely axial flow, 
separation occurred, but with swirl the separation was sup­
pressed. This flow was qualitatively no different than other 
cases, the turbulent shear stress angle lagged behind the rate of 
strain angle, and the structure parameter, Oi, was low with 
respect to the range of values usuaUy seen in 2-D layers, 0.14 
to 0.16. In addition to acquiring a substantial amount of profile 
data, the wall shear stresses were measured by oil-film laser 
interferometry. Driver and Johnston analyzed their data and 
compared them to results obtained by various turbulence mod­
els, including a fuU Reynolds stress equation model. 

(11) Littell and Eaton (1992) present results on a single 
rotating disk in stationary air which, in addition to mean velocity 
and Reynolds stress profiles, include profiles of velocity fluctu­
ation triple products. Their disk was one meter in diameter and 
built to exacting specifications in regard to flatness. It was spun 
slowly to verify hot-wire probe accuracy (HW method II) in 
the laminar flow regime where the theoretical solution is known. 
Turbulent boundary layer flow was achieved over a substantial 
fraction of the disk at Reynolds numbers (based on disk radius 
and tip speed) up to 1.6 X 10'^. Errors in the turbulence data 
became large in the outer boundary layer (y > 0.6 5) where 
the mean velocity was small relative to the hot-wire probe which 
was held stationary in laboratory coordinates. The angle y^ 
lagged behind y^, but only slightly, and Oi decreased a small 
amount near the wall, but it was lower in the central parts of 
the layer compared to most other data. The structure of turbu­
lence was investigated in some unique measurements of spatial 
correlations using two X-wire probes with variation of radial 
distance between their axes. A separate study of flow over a 
rotating disk in stationary water was conducted by Chiang and 
Eaton (1993) where they reproduced Littell's flow conditions, 
and provided some very interesting flow visualization on the 
near-wall, quasi-coherent turbulence structures. Selected results 
from both of these experiments will be discussed further in 
separate sections below. 

The important characteristics of this kind of flow, the rotating 
disk, are that it is (i) fully three-dimensional in the laminar, 
transitional and turbulent regions; (ii) the flow is axially sym­
metric, like case (10); and (iii) it has a very simple "effective" 
freestream pressure gradient, —pQ^r, the gradient that drives 
the cross-flow when viewed from the rotating surface of the 
disk. The two flows on pitched up prolate spheroids, cases (5) 
and (6), and the swept, tapered wing case (7) are also fully 
three dimensional, but they are strongly affected by complex 
free-stream pressure gradients. All the other experimental cases 
start as two-dimensional turbulent boundary layers and only 
become three-dimensional downstream once they are perturbed 
by cross-stream pressure gradients. The evidence of upstream 
history is clear in the way their mean velocity profiles develop. 
The effects of upstream history on turbulence structure and 
statistical quantities, such as Reynolds stresses and turbulence 
energy, need to be assessed if any real progress is to be made 
in development of improved turbulence models. The geometric 
simplicity of rotating disk flow and the fact that it is fully three-
dimensional makes this set of data very useful for model testing. 

Other New Developments. An interesting recent develop­
ment has been the introduction of the computational method 
called Direct Numerical Simulation (DNS). This method, 

which involves numerically solving the full Navier-Stokes equa­
tions, including all of the unsteady (turbulence) terms, was first 
introduced in the early 1980's in order to solve a very simple 
case, fully-developed flow in a 2-D straight-walled channel, and 
has been adapted to a number of other simple turbulent flows, 
including 2-D boundary layers without freestream pressure gra­
dient, Spalart (1988). The results of such DNS solutions are 
viewed by some workers as "experimental" turbulence data^ 
which may be used to help construct turbulence models for use 
with the Reynolds averaged Navier-Stokes equations. To our 
knowledge, the DNS method has been applied to two cases 
where the flow contains skewed mean velocity profiles, the 
mean flow is 3D and turbulent. 

For ths first case, Spalart (1989) simulated the boundary 
layer on a flat plate with a time dependent free-stream velocity 
whose direction (parallel to the wall) rotates at a constant angu­
lar rate. The flow develops mild skewing due to the instanta­
neous cross-stream pressure gradient which rotates with the 
freestream. This case cannot be realized experimentally, but has 
some similarity to a low Reynolds number, turbulent Ekman 
layer. The turbulence is only weakly three-dimensional as the 
angle of the Reynolds shear stress was in close alignment with 
the rate of strain direction and, in the outer layers, a, was only 
slightly lower than expected for a 2-D flow. 

The second case, Moin et al. (1990) and Senstad and Moin 
(1992), is also a transient flow which is not easily replicated 
experimentally. Here, a 2-D fully-developed, pressure-driven, 
turbulent channel flow is turned by the application of a spanwise 
pressure gradient. For a period of time the mean velocity profiles 
are skewed, but eventually flow reverts to 2-D along an axis 
aligned with the vector representing the sum of the original 
pressure gradient and the imposed spanwise gradient. They 
found that the changes observed in Reynolds shear stress, turbu­
lent kinetic energy, and the parameter Ui during the 3-D transient 
period must be due to "subtle effects of three-dimensionality." 
After the spanwise pressure gradient was imposed, the temporal 
changes in turbulence statistics, as the flow developed, were 
relatively slow compared to the turbulence time scales and thus 
the flow could be investigated with the objective of understand­
ing the details of the mechanics of the structure, some of which 
will be discussed below in the final section. 

Comments on Measurement Techniques and Accuracy. 
Hot-wire anemometry has advanced slowly in the past decade, 
and it is still the main method for the measurement of the 
properties of simple and complex turbulent shear flows. There 
are three principal approaches, HW Methods I, II and III. These 
designations, which are useful for our purposes, were used by 
Pompeo (1992) in a more detailed review of hot-wire methods 
for 3DTBLS. 

HW Method I employs a single normal or slant wire probe 
which is rotated into enough angular positions to resolve as 
many components of the mean velocity vector and turbulence 
properties as are desired. Although conceptually simple, this 
method has been used very little in recent years. Probe stem 
flow interference causes Method I to suffer from somewhat 
higher measurement uncertainty than Method II because the 
stem is aligned perpendicular to rather than along the predomi­
nant mean flow direction. 

In HW Method II, an X-probe with two wires at ±45 degrees 
to the probe axis is operated with its axis along the local mean 
velocity vector determined a priori by independent means, a 
three- or a five-hole pressure probe survey for example. The X-
probe is then rotated about its axis to enough different positions 
to produce all desired turbulence correlations. In addition to 

^ DNS results are now restricted to flows at lower Reynolds numbers because of 
severe grid resolution problems, even on current generation large scale computers. 
Turbulent boundary layer computations for Re» as high as 1400 were acheived 
by Spalart (1988) and these results are closely matched to experiments at the 
same Reynolds number (Johnson and Johnston, 1989). 
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providing alignment information for the subsequent X-probe 
survey, a pressure probe survey, when properly implemented, 
generally gives more accurate mean velocity profiles than ob­
tainable by hot-wire anemometry. Schwarz and Bradshaw 
(1992) agreed with Anderson and Eaton (1989), and others, 
that uncertainties (20:1 odds) of 5 percent of measured value 
for normal stresses,, u'u', v'v' and w'w' are attainable. In the 
case of the shear stresses, uncertainties of 10 percent for u'v' 
and w'u' and 15 percent for v'w' are achievable. Reynolds 
stress profiles with scatter greater than these values should be 
viewed with caution. It is yet to be determined what uncertain­
ties are likely to apply for triple and higher correlations, but 
results from TKE balances suggest that they are not much differ­
ent than for the double correlations. 

HW Method III involves the use of a probe with three or 
more wires set at different angles and operated simultaneously. 
The method is mechanically less complex than Method II, be­
cause the probe is not rotated about an axis to different positions. 
The idea is to obtain the complete, instantaneous velocity vector 
at a point, the components of which are subsequently resolved, 
and, with time averaging, the mean velocity and all turbulence 
statistics result. Despite its apparent attractiveness. Method III 
has not been very successful in practice for a variety of reasons. 
The most important is the larger size of most multi-wire probes, 
leading to susceptibility to large errors in regions with steep 
instantaneous velocity gradients. Pompeo (1992) has drawn 
some interesting conclusions concerning the use of Method III 
and why he finally had to resort to Method II. In essence, he 
could not reduce errors sufficiently, for small, but physically 
realizable probes. 

Recently, Lofdahl et al. (1995) compared performance of 
HW Methods I, II, and III together with a new heated element 
probe which is based on Silicon sensor technology. They em­
ployed the S-bend facility described by Truong and Brunet 
(1992), Case (8) above, and measured two-dimensional pro­
files upstream and three-dimensional profiles at several down­
stream stations. In the two-dimensional case, all methods were 
in fairly good agreement with each other as well as with pub­
lished flat plate data for similar flow conditions. This was not 
the case in the three-dimensional regions of the flow. Methods 
I and II were in good agreement at stations where the yaw 
angle was small, but method I, the rotatable, slant, single-wire, 
deviated some from the other results downstream where local 
yaw is larger. At all stations, the reference direction of the 
crossed-wire probe (II) and the triple-wire (III) were aligned 
with the predetermined local mean yaw angles across the profile, 
but the single-wire (I) was fixed in the yaw direction of the 
local free-stream. The results indicated that Method I loses reso­
lution of local yaw angle as the angle changes across the profile. 
In general, the authors conclude that a large separation between 
the measuring volume and the probe body is desirable to mini­
mize probe blockage effects, and that local alignment with the 
predetermined mean flow direction is required for accurate mea­
surements. 

In all 3DTBL cases seen to date no attempt has been made 
to use sub-miniature probes as has been the case for a few 2D 
boundary layer flows. If the near-wall region is to be success­
fully measured by hot-wire methods, such probes will have to 
be developed. Up to this date, full Reynolds stress profiles have 
not been achieved for y + < 50 by any of the hot-wire methods. 

Laser-Doppler anemometry (LDA) in air, or Laser-Doppler 
velocimetry (LDV) in gas or liquid has been employed by sev­
eral investigators: Cases 2, 3, 4, 6, 7, and 10, Table 1. There 
are a number of reasons for selection of LDV, two being: (i) 
flow-probe interference effects are nonexistent, and (ii) mea­
surements very near the wall may be obtained. In lower Reyn­
olds number water flows, Uke Flack and Johnston's cases, the 
boundary layers and wall layers are thick so no exotic technol­
ogy is required to obtain data of low uncertainty deep in the 

viscous and buffer layer regions. Here, a standard three-beam, 
two-color Argon ion system for u and v components was com­
bined at the measurement volume with a red (He-Ne laser) 
waterproof probe on a fiber optic cable for measurement of the 
w component. The method developed for 3D came directly from 
well established results in 2D boundary layers, Johnson and 
Johnston (1989), who showed that it was sound by comparing 
measured Reynolds stress profiles to profiles computed using 
DNS, Spalart (1988). Both experiment and computation were 
at a Reynolds number, Re«, of approximately 1400. 

The methods for employing LDA in air flows at higher Reyn­
olds numbers are quite different between (i) Driver and John­
ston (1990), and (ii) Olcmen and Simpson (1992) and Chesna-
kas and Simpson (1994a, b) . Method (i) is a conventional 
multi-beam, Bragg-shifted, three-color (blue, green, violet) sys­
tem with 60 degrees between axes of the beam pairs. Three 
components of velocity could be obtained down to within 0.5 
mm of the surface. The seeded flow was electronically gated to 
assure that the velocity vector of a single particle was obtained 
at any instant. This requirement for simultaneity reduces verified 
data acquisition rates to rather low values and thus increases 
time to obtain stable averages. This was not a problem in 
Flack & Johnston's water flow studies where seeding was copi­
ous, but in air flows seeding difficulties can lead to problems. 
We will not attempt to describe method (ii) which is unique to 
Professor Simpson's wind tunnels.' In its most recent version, 
method (ii) involves some special short focal length technology 
to create a very small measuring volume (0.055 mm on a side). 
This permits measurement of three orthogonal components (u 
+ V, u - V, w) to within 0.2 mm of the surface. 

The optics in Flack and Johnston's cases assured that the 
measurement volume's diameter was about 1 viscous wall unit 
in the vertical (x — y) plane and 7 wall units in the span wise, 
z-direction. A viscous wall unit (length) equals v/Qr- Coinci­
dence timing was also used here to help assure that all three 
velocity components were coming from a single seed particle. 
For Driver and Johnston, the respective measurement volume 
was about 24 by 80 wall units, and this obviously limited the 
useful distance from the wall to about y"̂  of 20 to 30. Chesnakas 
and Simpson obtained results down to y* = 7. The absolute 
uncertainty of data obtained by LDV methods is subject to 
errors not seen in other methods; All the methods used in air 
flow studies had to correct their data for bias errors, but Flack 
and Johnston did not. It would appear, upon examination of 
scatter in data profiles, that the uncertainties for Olcmen and 
Simpson (1992) are a bit higher than those by the more conven­
tional LDV methods. Also uncertainties in the other LDV results 
appear to be as low as measurement uncertainties in good hot­
wire results. However, these informal observations should not 
be generalized. 

Finally, in regard to the accuracy of turbulence statistics in 
the wall layers, note that the turbulent shear stresses drop to 
less than j of the total shear stresses at y^ » 10 to 12, and at 
y* < 5 all the Reynolds stresses become very small indeed. 
Consequently, accurate measurement of these small quantities 
in the viscous sublayers of any turbulent boundary layer is very 
difficult, no matter what method is being employed. Since the 
region of greatest rate of production and dissipation of turbulent 
energy and stress is just above the viscous sublayer, improved 
methods for turbulence measurement in the wall-layers, below 
y* i=a 30, would be welcome. 

Wall shear stress magnitude and direction should be obtained 
by direct methods. They should not be deduced or inferred 
indirectly especially if the near-wall region of the flow is to be 
understood, a fact appreciated by Olcmen and Simpson (1992). 
Three different methods (a, b, and c) of direct skin-friction 

' Department of Aerospace and Ocean Engineering, V.P.I. & S.U., Blacksburg, 
VA 24016. 
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Table 1 Experimental flows reviewed 

(Case) Authors (dates) 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 

(11) 

Typical Re numbers 

Schwarz and Bradshaw 
(1992, '93, '94a) 
Res « 6000 

Flack and Johnston 
(1993a, '94, '95) 
Re» « 1300 

Flack and Johnston 
(1993a, '93b) 
Res « 1500 

Olcmen and Simpson 
('92, '95) 
Re« « 6000 
Kreplin and Stager 
(1993) 
RCL = 4.8 X 10' 
Chesnakas and Simpson 
(1994a, b) 
Rei = 6 X 10** 

Gleyzes et al. 
(1993) 
RCi = 3.3 X 10* 

Troung and Brunet 
(1992) 
Refl « 6100 
Pompeo (1992) 
Pompeo et al. (1993) 
Re« =» 4700 
Driver and Johnston 
(1990) 
Re« « 6000 

Littell and Eaton 
(1991) 
URVv « 1.6 X 10'̂  

Flow description 

30° const, area bend over 
flat wall, pressure 
gradients « 0 along 
freestream 

30° const, area bend over 
flat wall, pressure 
gradients » 0 along 
freestream 

45° infinite swept foward-
facing step 

Thick, symmetric airfoil 
standing on a flat wall 

6:1 prolate spheroid at 10° 
angle of attack 

6:1 prolate spheroid at 10° 
angle of attack 

Swept back, tapered 
wings, pressure & 
suction surfaces 

"S"-shaped channel with 
layer on flat end-wall 

Symmetrical converging/ 
diverging flows over 
flat wall 

Axial flow over a 
stationary cylinder 
downstream of a 
rotating cylinder with & 
without adverse axial 
pressure grad. 

Rotating, single disk flow 
in stationary air 

Results and Techniques 

Full Re stress tensor 
triple correlations 
HW method II 

Full Re stress tensor 
triple correlations 
Laser Doppler 
Veloc. (structure 
visualization) 

Full Re stress tensor 
triple correlations 
Laser Doppler 
Veloc. (structure 
visualization) 

Full Re stress tensor 
Laser Doppler 
Veloc. 

Full Re stress tensor 
HW method ffl 

Full Re stress tensor 
triple correlations 
Laser Doppler 
Veloc. 

Full Re stress tensor 
triple correlations 
HW methods 11 and 
III and Laser 
Doppler Veloc. 

Full Re stress tensor 
HW methods II and 
III 

Full Re stress tensor 
HW method II 

Fufl Re stress tensor 
triple correlations 
Laser Doppler 
Veloc. 

Full Re stress tensor 
triple correlations 
HW method II 
(structure data) 

Useful >• + 
range 

>100 

>2 for mean 
vel. 

> 10 for 
turbulence 

>2 for mean 
vel. 

> 10 for 
turbulence 

>10 

>100 

>7 

>100 

>100 

>100 

>20 

>100 

Direct wall 
stress data? 

No, fit to log-
law near y* 
= 100 

Yes, mean 
profile slope 
below y* = 4 

Yes, mean 
profile slope 
below y* = 4 

Yes, oil film 

No 

No, fit to' 
y*{U*) for 7 
<y* < 100 

No 

No, Preston tube 

Yes, direct force 

Yes, oil film 

No, fit to log-
law near y"̂  
= 100 

Useful as 
CFD case 

Yes (done by 
author) 

No (no p(x, y) 
data) 

No (no p(x, y) 
data) 

Maybe 

No 

Yes 

Yes 

Yes (Test case I) 

Yes (done by 
author) 

Yes (done by 
author) 

Yes 

Re numbers: Ree based on freestream speed and bl momentum thickness; Rê , based on fs speed and body length; Case (II): R = radius, Q 
rotor speed 

stress measurement were employed by some of the authors 
reviewed here, see Table 1. All the others used indirect methods 
such as a surface fence, a Preston tube, a fit of the velocity 
profile to a law-of-the-wall (a log-law, or a relation for the 
buffer layer region), or a surface heat-flux meter, all of which 
depend on calibration in known 2D flows. Direct method (a), 
a mechanical, surface-force balance, was used by Pompeo et 
al. (1992, 1993) to measure the surface-force vector directly. 
Method (b) the oil-flow method, where the rate of change of 
thickness of a very thin film of oil is measured by laser interfer-
ometry, was used by Olcmen and Simpson (1992). Driver and 
Johnston (1990) used this method for the stress magnitude, but 
determined the direction of the surface flow by measurement 
of angles of oil drop traces after the drops ran and dried on 
absorbing paper. The wall stress angles from both of these 
experiments seemed to be relatively inaccurate with an uncer­
tainty as large as ±2 degrees in some regions of the flow. 
Method (c), the measurement of velocity profile slope at y as 
0 (actually in a thin region out to y "̂  rs 4) provided reasonably 
accurate data on the magnitude of the wall shear in Flack's 
studies (uncertainty of ± 5 percent), but estimates of the wall 
flow angle had relatively high errors, again on the order of ±2 
degrees. Ultimately, a new or improved method which obtains 

more precise (±0.5 degrees) wall flow angles would be wel­
come in 3DTBL experimental research. 

Modeling For Computation 

Equations and Notation. For reference, it is useful to in­
troduce the Reynolds-averaged equations of motion appropriate 
for a steady (in the mean), thin turbulent boundary layer on a 
smooth flat surface."* In addition to these assumptions, the effects 
of heat transfer and compressibility are neglected, and rectangu­
lar coordinates (x, y, z) will be used. For convenience in inter­
pretation of data, the .x-coordinate and the (/-component of ve­
locity are usually assumed to be directed along the local free-
stream velocity, Ue, the main-flow at the outer edge of the layer. 
The axis y and velocity V are' normal to the wall, so that z and 
W point in the cross-flow direction. The mean velocity profiles 
are often depicted as shown in Fig. 1 which also shows the wall 
shear stress. 

With these conventions and assumptions, the continuity equa­
tion of the mean flow is: 

•* Almost all experimental data corresponds to these conditions and the condition 
of constant density flow, so it is of little value to expand our equations further. 
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Fig. 1 Main flow, U, and crossflow, W, mean velocity profiles in coordi­
nates aligned with the local f reestream so total skew angle between wall 
shear stress and freestream is A y 

dU dV dW 

dx dy dz 
(1) 

The mean momentum equation in the mainflow direction is: 

,, dU „ dU „ , dU 
U + V + W 

dx dy dz 
__ldP dj-'iTv' + vdUldy) 

p ax ay 

and the mean momentum equation for the cross-flow direction 
is: 

„ aw „ dw „, dw 
U + V + W 

dx 3)1 dz 
IdP d(-v'w' + udW/dy) 

p dz dy 
(2b) 

U, V, W are the mean velocity components, and P is the mean 
static pressure which, according to the thin shear-layer approxi­
mation, is independent of y. Stated explicitly, this approxima­
tion requires that | V| "̂  G where Q = vU^ + W^ is the magni­
tude of the velocity vector in the plane parallel to the wall. 

At this level of approximation, models must be provided for 
only two components of the Reynolds stress tensor, —u'v' and 
-w'v', the turbulent shear stress components parallel to the 
wall which appear in Eqs. {2a,b). In the plane of the wall the 
total shear stress t is a vector with components t^ = —u'v' + 
vdU/dy and t^ = —w'v' + udW/dy. The viscous parts of the 
stresses are negligible outside of the viscous sublayer, y'^ > 
30. In addition to two Reynolds shear stresses, the four other 
components of this stress tensor (—u'u', —v'v', —w'w', and 
—u'w'), the third order correlations (-u'u'u', etc.) and some 
forth order terms (e.g. —u'u'u'u', etc.) should be measured 
and presented in experimental results. They are frequently used 
in equations for modeling the Reynolds stresses. In the simplest 
models, only -u'v' and -w'v' are considered. This level of 
modeling is representative of current practice even though more 
advanced modeling may utilize model equations for all six 
Reynolds stresses. 

Modeling Issues 

Isotropy of Eddy Viscosity. At the. present time, the only 
models generally used by industry for computation of practical 
flows (e.g. over swept back wings) assume that the turbulent 
eddy viscosity is a simple scalar despite experimental evidence 
to the contrary. In general, the eddy viscosity should be repre­
sented by a fourth order tensor, but as noted, in the thin shear 

layer limit, there are only two significant turbulent shear 
stresses, consequently a two-component vector eddy viscosity 
suffices, namely: 

i/„ = -u'v'UdUldy) 

and 

v„ = -w'v'UdWIdy) 

Oa) 

Ob) 
The eddy-viscosity ratio, Ne = v,Jv,^, is often used to show 

the deviation of the stresses from isotropy, the condition where 
Nc—\. Unfortunately, N^, is not invariant with respect to rota­
tion of the coordinate axes about the jj-axis, and thus it cannot 
be generally useful in modeling (see comment below re Rotta-
T model). Nevertheless, many experiments are available where 
this ratio has been presented in local freestream coordinates so 
that the results from various sources may be compared to each 
other. The experiments show that Ne values are widely scattered, 
but most of the cases indicate that N^ < \ for flows which 
develop cross-flows, starting from a two-dimensional, turbulent 
condition. Â^ values as low as 0.2 have been observed although 
it is much more common to see N, in the range from 0.6 to 0.8 
after a sustained region of cross-flow development. There are 
a few exceptional cases which have N^ > I, for reasons that 
are not currently understood. 

Another method for examination of anisotropy of the eddy 
viscosity is to compare the directions of the shear-stress vector. 

jr - a tan 

and the velocity-gradient vector. 

7^ = a tan 

(4a) 

(4i>) 

If these angles are different, then the eddy viscosity is aniso­
tropic. Compared to the eddy viscosity ratio, Â^ > the angle dif­
ference (7j — 7T) is invariant with respect to coordinate system 
orientation, and thus it might be useful in modeling. In addition, 
we prefer this approach because when profiles of 7g and jr are 
compared together with the cross-flow deviation angle. 

7 = a tan (4c) 

one may easily visualize the relative magnitudes of "lead" or 
"lag" of the angles in many simple flows, and lead and lag 
may be interpreted in physical terms as noted below. 

As an example, Fig. 2 is shown to illustrate the point. Here, 
the angles (measured relative to local free-stream direction) are 
plotted versus y* for two stations of the bend flow by Flack 
and Johnston (1993a). The 30° station is at the end of the bend 
following a prolonged region of cross-flow development, and 
the R2 station is located further downstream in the straight duct 
where the flow is starting to recover back to a two-dimensional 
state even though the turning angle, 7, across the boundary 
layer is still large. In this case, 7^ lags behind 7^ in the outer 
regions but it leads 7, near the wall, in the inner buffer layer. 
At the end of the bend, these lags and leads are substantial, and 
an isotropic state, (7g — 7T) ^ 0, occurs in a very limited zone, 
20 < y* < 40. Both the lag and the lead are reduced in the 
downstream recovery, R2, profiles and the isotropic region is 
larger, 20 <y^ < 100. Because the magnitudes of the turbulent 
shear stresses are small compared to the viscous stresses for 
y+ < 10, the assumption of isotropy out through the middle 
of the buffer layer (neglects inner region "lead") may be satis­
factory for practical turbulence models. Furthermore, if I (7g -
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7^)1 < 10 deg. than the errors in assuming eddy viscosity 
isotropy should be less than 2 to 3 percent. Only in cases where 
the outer region lag exceeds 10 to 15 degrees are larger errors 
anticipated. Many 3DTBL's in practice probably meet these 
criteria, and thus the isotropic assumption may be sufficient for 
many practical cases. 

Physically, the lag effect in the outer layer is believed to result 
from the residual effects of the 2D boundary layer upstream of 
the bend. Slowly decaying large eddies convected downstream 
carry the history of their upstream orientation and thus contami­
nate the effects of the more recently developed eddies from the 
turning region in the bend. The near-wall lead effect is more 
difficult to understand, but it is a indicator that the eddy structure 
in the inner layers may be substantially different from 2D 
boundary layer flows. Evidence for such structural changes is 
discussed further below. 

Structure Parameter, a\. A second important issue is how 
to represent and model the observation that the magnitudes of 
the turbulent shear stress, 

T, = \lu'v'^ + V'w'^ 

and the turbulence kinetic energy. 

k = ^ (u'u' + v'v' + w'w') 

(5) 

(6) 

are different in BDTBLs than in two-dimensional flows. The 
ratio, fill = T,/2k, called the structure parameter or 'Townsend's 
structure parameter', is generally used to discuss this effect. 
The quantity Oi may be thought of as an "efficiency" relating 
the ability of random turbulence energy to sustain the cross-
correlated fluctuations responsible for turbulent shear stress and 
its behavior provides quantitative evidence that cross-flows dis­
rupt the turbulent processes which generate higher levels of 
turbulent stress. Some ideas concerning the underlying physics 
of the disruption process are reviewed below in the section on 
quasi-coherent structure. General knowledge on the effect has 
been accumulating for 20 years, but it has yet to be effectively 
employed in a practical model. Some of our thoughts on the 
subject are presented below in the hope that they may inspire 
a new or improved model. 
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Fig. 2 Typical angle profiles In wall-layer coordinates from Flack and 
Johnston (1993a): O - 7 the flow angle, D - y , the velocity gradient angle, 
and A-y,. the shear stress angle. Angles are with respect to the local 
freestream direction. 
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Fig. 3 Typical values of structure parameter, a,, for the turbulent inner 
layers (y/fi >» 0.1) versus local value of total skew angle. Flows identified 
in Table 2. 

In the limit, Oi must go to zero at the wall.^ In most two-
dimensional turbulent boundary layers it increases from zero, 
through the buffer layer out to y^ « 30 to 50 iy/6 »* 0.1 to 
0.2) where it obtains a value of ai » 0.15 ± 0.01. In the central 
regions, below y/6 « 0.7 to 0.8, it stays nearly constant at 0.15. 
Finally, in the intermittent outer regions (y/6> O.S) a, drops to 
low values, but experimental evaluation becomes very uncertain 
here. Almost all our data on aj were obtained for 2D boundary 
layers under constant freestream velocity. However, some re­
duction in fill, below the nominal value of 0.15, have been 
observed in cases with strong adverse pressure gradients. Fur­
thermore, substantial reductions are seen in a number of 3DTBL 
experiments, down to values as low as 0.03 to 0.05 at y/S » 
0.1 in the case of the Anderson and Eaton (1989) flows. 

This is illustrated in Fig. 3 where the a, values for the turbu­
lent near-wall region (y/6 =» 0.1) of nine selected cases (Table 
2) are plotted against cross-flow skewing angle, the total turning 
angle of the local mean velocity profile. Ay = y^^w ~ ye-
Driver and Johnston (1990) already demonstrated that Ay, or 
alternatively, the ratio of peak cross-flow velocity to freestream 
velocity, Wn,ax/C/«, were useful parameters for sorting 3D results 
in terms of strength of cross-flow. Clearly, an increase of skew­
ing generally drives ax down, but other effects must be responsi­
ble for the differences between the various cases because the 
spread in a\ values shown in Fig. 3 is larger than the measure­
ment uncertainty. These effects are thought to include; (i) the 
cross-flow pressure gradient, dpldz,z. driving force that causes 
skewing, (ii) the streamwise pressure gradient, dp/dx, (iii) 
the boundary layer Reynolds number, Re^ = OUelv, based on 
momentum thickness, (iv) the upstream initial conditions (2D, 
3D, laminar, turbulent), and (v) the "history" of the flow as 
conditions are affected by the parameters taken in combination, 
and the distribution of parameters as the flow develops down­
stream. 

Two cases in Fig. 3 illustrate the point. The bend end-wall 
boundary layers of Schwarz and Bradshaw, indicated by the 
symbol (V) , and Flack & Johnston (A) have similar initial 
conditions (2D and turbulent), and similar pressure gradient 
histories but quite different Reynolds numbers. Maximum 
skewing, before recovery begins near the end of the bend, is 
larger for the lower Reynolds number flow. At low Reynolds 
number, Oi in the wall-layer region {yl6 » 0.1) appears to be 
rather closely controlled by local skewing and less dependent 
on the history of flow development. As evidence, note that the 
hysteresis loop in the (A) curve is small as skew angle drops 
back to lower values in the region where the flow relaxes { — dpi 
dz is reduced) in the downstream end of the bend and straight 

' Starting at the wall and expanding by Taylor's series gives: « ' = 0 + aiy + 
l3,y^ + • •; u' = 0 + a^y + iSzy^ + • •; and w' = 0 + a,y + fty^ + • •. The 
coefficient aa = 0 in the expansion of v' due the constraint of continuity, see 
equ. (1) which also applies to the fluctuations. Considered at an instant in time 
fli = 2 u'v'/(u'u' + v'v' + w'w') a v'/u' « y^/y == y. Thus a, = 0 at y = 0, 
the wall. 
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Table 2 Key to symbols in Figs. 3, 4, 5, and 6 

Reference dpidz dp/dx Remarks 

• 

o 
• 

0 

V 

A 

+ 

X 

• 

Anderson and Eaton ('89) 
Case 1, at St.-5 in Figs. 4 - 6 

Anderson and Eaton ('89) 
Case 2, at St.-5 in Figs. 4 - 6 

Bradshaw and Pontikos ('85) 
at St.-9 in Figs. 4 - 6 

Elsenaar and Boefsma ('74) 
at St.-9 in Figs. 4 - 6 

Schwarz and Bradshaw ('93, '93) 
at 30 deg station, bend exit 

Flack and Johnston ('93a, '94) 
at 30 deg station, bend exit 

Driver and Johnston ('90) 
Case A.Sl, at x = 6" in Figs. 4 - 6 

Driver and Johnston ('90) 
Case D.Sl, at x = 6" in Figs. 4 - 6 

Littel and Eaton ('91) 
at radius = .421m, Re = 1.3 X 10"* 

>0 

>0 

>0 

> 0 

>0 

>0 

=0 

=0 

>0* 

>0 

>0 

>0 

>0 

« 0 

==0 

=0 

> 0 

=0 

Flat, end-wall flow driven by vertical 90 deg. wedge. 
Rapid development under strong pressure grads. 

Flat, end-wall flow driven by vertical 60 deg. wedge. 
Rapid development under strong pressure grads. 

Flat wall flow simulating swept back, "infinite" 
wing. Very similar to Elsenaar & Boelsma ('74). 

Flat wall flow simulating swept back, "infinite" 
wing. 3D ordinary separation at station, St.-9. 

Along centerline of end-wall of 30 deg. bend. 
Momentum thickness Reynolds number at inlet, 
Reg « 6000 

Along centerline of end-wall of 30 deg. bend. 
Conditions and geometry same as above, but 
lower Reynolds number, Reg «< 7^00 

Axially symmetric 3DTBL on cylinder relaxing back 
to 2D 

Same as above, but with imposed axial, adverse 
pressure gradient 

Boundary layer on rotating, flat disk, radius = 1 m. 
Re based on disk tip speed and tip radius. 

Note: Freestream pressure gradients: dp/dz in crossflow direction, dp/dx along local freestream 
* In disk flow dp/dz is a "virtual" gradient, pU]/r, caused by centrifual acceleration. 

recovery region. The larger loop in the high Reynolds number 
case, Schwarz and Bradshaw (V) , shows only small Oi changes 
as —dpidz and skewing increase along the bend's inlet region, 
but as the flow relaxes again downstream (bottom of the loop) 
the a, values fall and come into agreement with the data from 
the low Reynolds number case. The lag in the response of a^ 
to changes in the force driving skewing, — dpidz, is an indicator 
that flow development history is important in consideration of 
turbulence structure, and consequently any valid model must 
account for this fact. 

The effects of flow development history are also shown in 
Fig. 4 where profiles of Ci versus yl6 are plotted. For each case, 
the profiles are selected from downstream stations, near the 
location of maximum total skewing. Ay, for the particular flow. 
Near the wall where yl6 « 0.1 to 0.2, the effect of turning on 
a I is smallest for two cases, (D) the rotating disk flow, and 
(V) the higher Reynolds number bend flow. The lower Reyn­
olds number bend flow (A) has a lower value of O) in this 
region due to the larger skewing for this profile, as already 
noted above. The largest near wall reductions in a, are seen in 
the two cases ( • and • ) with strong streamwise pressure {dpi 
dx) gradients and large skewing. For the central regions, from 
yl8 ^ 0.2 to yl8 « 0.7, a, increases as yl8 increases in five 
of the seven profiles. For these five cases the upstream initial 
condition was a well developed, turbulent, 2-D flow which had 
almost constant values of a, K̂  0.15 from yl8 » 0.1 to yl6 = 
0.7. The rotating disk flow by contrast is structurally fully three-
dimensional from its origin, and shows the opposite trend, Oi 

decreases as yl8 increases. These results suggest that the struc­
tural changes leading to low a, start in the wall-layers where 
the flow turning are largest and propagate away from the wall 
by turbulent diffusion processes. The effects of streamwise pres­
sure gradient, dpidx, and Reynolds number are also important, 
and may be qualitatively explained by sorting and comparing 
certain cases discussed below. 

Four profiles of comparable Reynolds number are shown in 
Fig. 5. (i) Two cases of decaying skewed flow {dpidz = 0) 
by Driver and Johnston (1990) are shown where one case { + ) 
has constant freestream pressure and the other (X) has an ad­
verse streamwise pressure gradient, dpIdx, imposed. Near the 
wall the effects of skew dominate and the profiles tend to over­
lap, but father out, above ylS as 0.25, where skewing is small, 
the curves spread apart. The profile (X) with the adverse pres­
sure gradient shows lower Ui values, (ii) The other two cases 
( • , dpIdx > 0) and (V, dpIdx = 0) , were flows with increas­
ing skew as the flow developed downstream, have dpidz < 0. 
Streamwise adverse pressure gradient definitely tends to reduce 
fli near the wall, in one case ( • ) well below the reduction 
caused by skewing alone. Consequently, the history of the flow 
in regards to distribution of streamwise pressure gradients is 
also of consequence. 

Finally three profiles are isolated in Fig. 6 to illustrate the 
effects of Reynolds number on flow development history in the 
absence of streamwise pressure gradient effects. Downstream 
profiles of fli from the high Reynolds number (V) and low 
Reynolds number (A) bend flows show that the initial, 2D 
turbulence structure decays more rapidly at low Reynolds num-

Fig. 4 Typical profiles of structure parameter, a^, versus dimensionless 
distance from the wall, y/S. Flows and profile locations Identified in 
Table 2. 
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Fig. 5 Profiles of ai versus y/S to illustrate effects of streamwise pres­
sure gradients. Flows and profile locations identified In Table 2. 
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Fig. 6 Profiles of a, versus y/S to Illustrate effects of Reynolds number 
and degree of development. Flows and profile locations Identified in 
Table 2. 

ber because a^ in the outer layers is lower everywhere, not just 
near the wall. This lowering may also be attributed to the more 
rapid outward diffusion of the skewing effect from the wall. 
The third curve (D) is from the disk flow of Littell and Eaton 
where the Reynolds number is higher than the low Reynolds 
number bend case (A) . Except near the wall, for y/6 < 0.2, 
the profiles nearly overlap. It is hypothesized (see below) that 
the disk flow profile represents conditions for a 3D 'self-preserv­
ing' state, analogous to fully-developed pipe flow, where turbu­
lence structure is only weakly dependent on Reynolds number. 
Interestingly, like fully-developed pipe flow, the mean velocity 
profile of the Littell and Eaton disk flow show no evidence of 
a wake function. The log-law region extends out almost to the 
free-stream. The rapidly developing low Reynolds number bend 
flow may be approaching a 'self-preserving' condition which 
is independent of initial conditions, and as a consequence the 
Oi profile comes close to the disk flow profile, except near the 
wall where differences due to Reynolds number effects should 
be noticed in y/6 coordinates. All the other, higher Reynolds 
cases, like (V) in Fig. 6, preserve some of the upstream, 2-D 
turbulence structure and thus ai is higher in the outer parts of 
the boundary layer. 

The disk flow is fundamentally different that the other cases 
shown here because it is three-dimensional from its birth as a 
laminar layer near the center of the disk. Transition to turbulence 
was three-dimensional, a process which is basically different in 
that the primary instability mode consists of streamwise vortical 
structures with a single sign of rotation. The turbulent develop­
ment downstream of transition is also three-dimensional as it 
takes place in the presence of skewed mean velocity every­
where. It is for this reason that the high Reynolds number case 
of Littell and Eaton may be thought of as attaining a 'self-
preserviiig' three-dimensional state. Turbulence models should 
recognize this idea, and be able to approach such a state where 
Ui, the efficiency of conversion of random turbulence energy 
to turbulent shear stress magnitude decreases across the outer 
boundary layer in the presence of skewing in the mean flow. 

The discussion above concentrates on the fully turbulent parts 
of the boundary layer, but what of the details concerning the 
very near-wall regions, for y/6 < 0.1? It is seen from the 
preceding that 3D effects are strongest near the wall and in 
many cases they diffuse outward from the wall as the flow 
develops downstream starting from a non-self-preserving initial 
state. Flack and Johnston (1993a) recently obtained useful tur­
bulence data below j ' ' ^ » 10. The new data set by Chesnakas 
and Simpson (1994) and Ochmen and Simpson (1995) should 
also be useful. 

Data from case (2), Flack and Johnston, are illustrated in 
Fig. 7 to show some effects of skewing on profiles of Oi plotted 
versus y* all the way down to the viscous sublayer. Once the 
flow enters the bend Ui is reduced by 5 to 20 percent relative 
to equivalent 2-D flows from y'*' » 100 all the way down into 
the viscous sublayers. The final profile at the end of the bend 

( • ) shows the largest reduction, particularly in the region above 
y+ «i 50. Also, an increase is noted for the profiles (X) in the 
straight recovery duct where the skewing effects start of relax 
downstream. More results from the viscous and buffer layers 
are needed for substantiation and extension of these early results 
before firm conclusions can be drawn. However, it is interesting 
to speculate that application of skewing somehow disrupts the 
rather orderly, quasi-periodic development of structures that 
leads to shear-stress producing eddies, and as a consequence 
the "efficiency" of shear stress production is reduced as is 
reflected in decreased values of Oi. 

Evaluation of Models. There have been a few concerted 
attempts to evaluate the effectiveness of models proposed for 
3D boundary layers. Isotropic mixing length models and two 
one-equation turbulence models, one of which allows for lag 
in the stress angle, Bradshaw (1969), were tested against a set 
of four different flows in Wheeler and Johnston (1973). Some 
of the conclusions obtained then are not much different than 
those reached recently by others. 

Olcmen and Simpson (1993) analyzed eight different experi­
mental flows (six pressure-driven and two shear-driven) in re­
gard to the applicability of various models for the eddy viscos­
ity, including an algebraic ("zero-equation") model (Cebeci-
Smith), the Rotta-T model, a one-equation (k) model (Patel), 
and a 3-D implementation of the Johnson-King model. Three 
of these models (C-S, Patel and J-K) are isotropic, i.e., require 
7T = 7s, and therefore can't represent stress lag or lead effects. 
However, the authors suggest that the J-K model can be used to 
compute the shear stress magnitude in pressure gradient driven 
flows. Only the Rotta-T method (specifies a constant value of 
N^ across the layer) can account for the lag or lead effects, but 
a wide range of values from Â^ = 0.5 to 1.5 is needed to 
satisfactorily agree with the eight cases examined. The authors 
fail to note that Rotta-T is not invariant in regard to choice of 
coordinate direction as a proper model must be, and this is the 
reason (i) why one cannot expect a universal value of N^, 
and (ii) why the model should not be used except in special 
circumstances. 

Higher order models are starting to be examined for their 
general applicabiUty to 3DTBLs. Recently a few workers have 
measured complete profiles of turbulence statistics up through 
triple products and flatness factors, data which is necessary to 
directly test full Reynolds stress equation models, term-by-term. 
Some interesting results are being produced, see Schwarz and 
Bradshaw (1992,1994b) but it is still early to summarize results 
of these pioneering efforts. 

Some workers are implementing existing models, and com­
puting their results as single test cases. For example. Driver 
and Johnston (1990) utiUzed three different models: a mixing 
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Fig. 7 Profiles of a, versus y* to Illustrate wall-layer behavior. Solid 
curve: Direct numerical simulation of Spalart (1988), 2D turbulent bound­
ary layer, Re^ = 1410. Symbols: Data from Case (2), Flack and Johnston 
(1993), Re« «3 1400; Profies: A-upstream 2D region, l-beglnnlng of 
bend, O-four profiles Inside bend, c-end of 30 degree bend, x- two 
profiles in downstream recovery region. 
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length model, a two-equation fc-w^ model after Wilcox and 
Rubesin (similar to a k-e model), and a full Reynolds stress 
model after Launder, Reece and Rodi. The first two models 
have isotropic eddy viscosity. When tested against their own 
experimental results the mixing length model was clearly infe­
rior, and the LRR model the best in representing the mean and 
turbulence data, but none of the models was able to predict the 
lowering of —u'v' due to 3D effects, a failure attributed to the 
models' missing physics. Incidentally, both the higher order 
models tend to underpredict turbulence kinetic energy, k, proba­
bly due to errors in the equation for rate of dissipation of turbu­
lence kinetic energy. This also was a conclusion from Schwarz 
and Bradshaw (1994b) who utilized their own experimental 
data as the basis for term-by-term comparisons with the most 
popular models for (i) the triple-product transport (diffusion) 
and (ii) the redistribution by pressure-strain of Reynolds stress. 

Very recently Wu and Squires (1995) computed the flow 
studied by Spalart (1989) using DNS. They used a large eddy 
simulation (LES) computation together with several models 
for the small scale, unresolved turbulence. This low-Reynolds-
number case is interesting because it is an equilibrium flow, 
a flow where the turbulence structure is independent of flow 
development history. It bears some similarity to high Reynolds 
number rotating disk flow, where transition is confined to the 
inner parts of the disk. 

The problems of modeling are far from resolution, and few 
firm conclusions may be drawn at this time. If it is important 
to allow for stress angle lead and lag effects, one will have to 
resort to full Reynolds stress equation modeling. The leads and 
lags of the angle y, relative to jg should then be resolved 
naturally at the RSE level if good 3D physics are employed in 
the modeling, a situation which is yet to be demonstrated. Fi­
nally, it is important to observe that many engineering design 
situations may not require accuracy of modeling beyond simple 
isotropic eddy viscosity and mixing length theory. 

The Quasi-Coherent Structure of Near-Wall Turbu­
lence 

Research on quasi-coherent structures is motivated by the 
changes in turbulence quantities, such as the structure parame­
ter, fli, for three-dimensional boundary layers compared to their 
two-dimensional counterparts. These changes, which have im­
portant implications for turbulence modeling, may reflect struc­
tural changes in the near-wall region due to the cross-flow which 
is usually strongest near the wall. The investigation of near-
wall, quasi-coherent structures in two-dimensional turbulent 
boundary layers has been an area of active research since the 
early work of Corrsin (1959) and Kline et al. (1967). However, 
only a few researchers have studied three-dimensional near-
wall quasi-coherent structure. These structure studies, which 
use a variety of techniques, are discussed in this section. 

Three-dimensional structure studies have generally assumed 
that cross-flow perturbs the known two-dimensional turbulent 
boundary layer near-wall structure. The currently accepted pic­
ture of the two-dimensional turbulent boundary layer structure 
is described by Robinson (1991a, b). This study observed the 
simulated structures produced by the direct numerical simula­
tion of Spalart (1988), a low Reynolds number, (Re« = 1410) 
flat plate boundary layer. The near-wall picture emerging from 
this analysis shows that the primary quasi-coherent elements 
are (i) a series of low and high speed streaks in the viscous 
sublayer, the well known "wall-layer streaks," and (ii) the legs 
of quasi-streamwise vortices in the buffer and lower log-layer 
regions. These vortices tilt away from the wall and are often 
observed well out into the log-layer where their heads form 
asymmetric vortical arches. The near-wall streaks are formed 
by the quasi-streamwise vortices as they convect downstream 
leaving a trail of low speed fluid near the wall on the upward-
rotating side and high speed fluid on the downward rotating 

side of a vortex. Farther out in the buffer layer, the quasi-
streamwise vortices are closely linked to the sweeps and ejec­
tions which occur along side of a single vortex. Ejections, and 
to a lesser extent the sweeps, are a principal source of newly 
produced Reynolds shear stress, -« 'u ' , in the mean-flow direc­
tion. Instantaneous cross-flow shear stresses are also produced, 
but symmetry causes the mean value, -w'v', to be zero. 

Three-dimensional mean flow may affect the strength and 
symmetry of quasi-coherent structures in the near-wall region 
and consequently influence the Reynolds stresses. Current in­
vestigations on near-wall structures have concentrated on the 
quasi-streamwise vortices which, because of the symmetry of 
two-dimensional flow, must on the average exist in equal num­
bers of positive and negative signed vortical structures of statis­
tically equal strength. Several questions have been addressed, 
(i) Are equal numbers of each sign of vortex present in skewed 
boundary layers, and (ii) do the number of vortical structures 
decrease or increase with the presence of cross-flow? Another 
question relates to the strength of the vortex structures; (iii) are 
quasi-streamwise vortices of one sign (-I- or —), on average, 
stronger than vortices of the opposite sign and thus able to 
produce stronger ejections or sweeps? Some three-dimensional 
structure studies also focus on the trajectory of the fluid being 
swept toward and ejected away from the wall; three-dimension­
ality may modify the path of the near-wall fluid in a way not 
possible for two-dimensional turbulent boundary layers. 

Unfortunately the results of current studies are not easily 
compared. Not only are the results dependent on the method 
used for the structure detection, but also on the region of the 
boundary layer investigated (i.e., viscous sublayer, buffer re­
gion or log-layer region) with respect to the location of the 
maximum cross-flow mean velocity. Another limitation to the 
structure resuhs is that a number of the experiments and simula­
tions are for low Reynolds number flows. The extent to which 
near-wall three-dimensional structural modifications are present 
or important in higher Reynolds number flow is unknown. How­
ever differences in three-dimensional turbulence statistics have 
been observed for higher Reynolds number flows. 

Several hypotheses have been proposed to explain the 
changes of near-wall structure with the imposition of three-
dimensionality and the effects these changes may have on the 
production and dissipation of turbulence stresses. Eaton (1991) 
proposed that the mean vorticity, produced by the presence of 
the cross-flow gradient, dW/dy, near the wall overwhelms 
quasi-coherent vortices of the opposite sign, thus reducing the 
number of turbulence producing vorticies. This conclusion was 
based on the research of Anderson and Eaton (1989) who stud­
ied the three-dimensional boundary layer produced by flow ap­
proaching a wedge. Sublayer visualization indicated that the 
high and low speed streaks in the three-dimensional region were 
more stable than in the two-dimensional region, and this in turn 
suggested a reduced rate of streak bursting in three-dimensional 
flows. The idea that the sign of mean vorticity can modify the 
behavior of an individual vortex was further investigated by 
Shizawa and Eaton (1992) where, stationary longitudinal vorti­
ces of both signs, produced by vortex generators, were embed­
ded in a three-dimensional boundary layer and cross-flow mean 
velocity profiles measured. It was found that the longitudinal 
vortices with the same sign as the mean streamwise vorticity, 
suppressed cross-flow separation, whereas longitudinal embed­
ded vortices of the opposite sign promoted cross-flow separa­
tion. 

Littell and Eaton (1991) focused on the near-wall ejections 
and sweeps in a three-dimensional turbulent boundary layer on 
a spinning disk. They conducted dual hot-wire probe measure­
ments of spatial correlations in the spanwise direction. Their 
results indicate that an equal number of each sign of longitudinal 
quasi-coherent vortices exist in the boundary layer, however, 
the sweeps and ejections are more efficiently produced by vorti-
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ces with different signs. The majority of the strongest sweeps 
are caused by vortices that rotate in the same sense as the 
mean streamwise vorticity in the near-wall region, whereas the 
strongest ejections are caused by vortices that rotate with the 
opposite sign as the mean streamwise vorticity near the wall. 

The near-wall turbulent boundary layer structure on a disk 
spinning in water (same Reynolds number as Littell and Eaton's 
(1991) disk flow in air) was investigated by Chiang and Eaton 
(1993). Using hydrogen-bubble-wire flow visualization, they 
observed an asymmetry of near-wall ejection events and related 
the ejections to the strengths of the streamwise vorticies. On 
average, a vortex structure of one sign (opposite to the mean 
near-wall streamwise vorticity) produced stronger ejections 
than ejections from vortex structures of the other sign. The 
mechanism for structural changes was explained using a model 
of a single vortex interacting with the cross flow. The trajectory 
of the fluid being ejected away from the wall was modified 
depending on the sign of the vortex with respect to the cross-
flow. Based on this visualization study, along with results from 
his whole collection of boundary layer structure experiments, 
Eaton (1995) modified his original hypothesis to explain the 
reduction of turbulence shear stress production in three-dimen­
sional flows. Vortices of both sign are equally present in the 
boundary layer, however three-dimensionality reduces the ef­
fectiveness of longitudinal vortices at producing new ejections 
and sweeps by modifying the path of the near-wall fluid. 

Hydrogen-bubble-wire and dye-injection flow visualization 
methods were used by Flack and Johnston (1993a, 1995) in 
their study of two separate three-dimensional turbulent bound­
ary layers: flow approaching a 45 degree swept step and flow 
in a 30 degree bend. Dye seeped into the wall layer through 
wall slots was used to investigate the sublayer streaky structure. 
The nondimensional, spanwise, low-speed streak spacing de­
creased slightly with three-dimensionality from the value of 
approximately 100 viscous units reported in previous two-di­
mensional boundary layer studies (for example, Kline et al. 
(1967), Clark and Markland (1971)). The spacing of the 
streaks should be directly related to the spacing of the stream-
wise quasi-coherent vortices. Hydrogen bubbles were utilized 
to mark fluid in the viscous sublayer and buffer regions in order 
to investigate the ejections produced by the near-wall quasi-
streamwise vortices. As was found in the studies of Littell and 
Eaton (1991), each sign of vortex ejection occurred with ap­
proximately equal frequency, indicating an equal number of 
each sign of streamwise vortex. The size of ejection events 
(wall normal extent) from each sign vortex structure was also 
approximately equal indicating that cross-flow does not prefer­
entially influence the strength of near-wall vortices. Modifica­
tions to the near-wall boundary layer structure were observed 
when the frequency of ejection events was examined. The total 
number of ejection events (per unit time) decreased with in­
creased three-dimensionality producing a more quiescent near-
wall region. 

Reduced near-wall activity was also observed by Fleming 
and Simpson (1994) using hydrogen bubble visualization to 
study the near-wall streaky structure in the 3DTBL on the flat 
wall around a simulated wing-body junction. Zones of two-
dimensional flow displayed more vigorous streak oscillations 
than seen in regions of skewed three-dimensional flow which, 
compared to two-dimensional regions, appeared to be more sta­
ble with less movement in the spanwise direction. The spanwise 
spacing of near-wall streaks also decreased slightly (approxi­
mately 10 percent) for three-dimensional flow compared to the 
two-dimensional case. 

Statistical methods were used by Ha and Simpson (1993) in 
a study of a three-dimensional turbulent boundary layer around 
a wing-body junction. Using multipoint velocity measurements 
from a hot-wire rake located in the buffer layer, they found that 
the length scales of the low frequency structures (low speed, 
near-wall fluid) decreased with increasing three-dimensionality. 

This reduction occurred together with a reduction in the Reyn­
olds shear stress. They also found that the mean motion of the 
near-wall quasi-coherent structures was not quite streamwise 
but skewed in a direction between the local turbulent shear 
stress and local mean velocity vectors. The turbulent shear 
stresses would appear to be pulling the quasi-coherent structures 
away from the direction of the local mean velocity vector. The 
preferred spanwise spacing of the near-wall structure was deter­
mined by Ha to be on the range of 85 to 100 viscous units, a 
result in agreement with the three-dimensional wall-streak spac­
ing results of Flack and Johnston (1993 a, 1994), and Fleming 
and Simpson (1994). The streak spacing studies indicate that 
if there is a reduction of the spanwise streak spacing with three-
dimensionality, then the reduction is small. However, a small 
reduction may be significant considering that the wall streaks 
are the footprints of the streamwise vortices that occur in the 
buffer and log regions. 

Sendstad and Moin (1992) studied the structure of the wall 
layer of a three-dimensional boundary layer using a numerical 
simulation of a two-dimensional, fully developed channel flow 
which is turned by a suddenly imposed spanwise pressure gradi­
ent. The statistics of this flow were reported by Moin et al. 
(1990). Differences in the near-wall structure of a three-dimen­
sional boundary layer, as compared to two-dimensional bound­
ary layers, were shown to be responsible for the reduction of 
shear stress. The fluid in the sweeps from vortices with the 
same sign as the mean near-wall vorticity does not get as close 
to the wall in three-dimensional boundary layers and therefore 
appear to generate less Reynolds shear stress. This modified 
trajectory also causes the velocity fluctuations from fluid being 
ejected away from the wall by the opposite signed vorticies to 
be less intense, since the fluid originated at a higher distance 
from the wall. Another structural difference observed was an 
apparent break-up of wall layer streaks due to the differential 
turning of streamwise vortices further from the wall. This would 
lead to shorter streaks in the streamwise direction. 

Concluding Remarks 

Measurement Techniques and Accuracy. Until very re­
cently, most experiments have been conducted using hot-wire 
probes. The usual limits on hot-wire accuracy apply to three-
dimensional flows. It has been found that accuracy is enhanced 
if probe axes are consistently aligned with the local, predeter­
mined mean-flow vector at each point in a profile. Probe-wall 
interference has limited the region of measurement of the turbu­
lence stresses to the outer regions of the boundary layer, above 
y* « 50 to 100 in most cases. Recently, a few experiments 
have been carried out using LDV methods, and fairly accurate 
data have been obtained inside the wall-layers, down into the 
inner buffer layers. Table 1 has comments on the useful y^ 
range of the hot-wire and the LDV measurements for the 11 
cases reviewed here. 

The accurate measurement of wall shear stress magnitude 
and direction is still an art in need of further development. A 
variety of methods have been applied to date, (see Table 1), 
and all have been found lacking in one way or another. For 
example, the direct force method used in Case 9, is exceedingly 
difficult and would be very expensive, or even impossible to 
employ in most situations. 

Modeling Issues. For years now, an isotropic (scalar) eddy 
viscosity model has been shown to poorly represent the direc­
tion of the turbulent shear stress vector especially in the outer 
parts of the layer. In simple flows, for example where cross-
flow pressure gradients don't change sign downstream, the di­
rection of the shear stress tends to lag behind the change of 
direction of the rate-of-strain angle. However recent data now 
indicate that this model may be a fairly good approximation in 
the wall-layers. There may even be a region in the viscous 
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sublayer and inner buffer layer where the stress angle leads the 
strain angle by a small amount. In the prediction of the mean 
flow velocity profiles, an accurate model of stress direction is 
most important in the wall-layers and of less importance in 
the outer parts of the layer where shear-stress forces are small 
compared to pressure forces. Consequently, an isotropic eddy 
viscosity model may be a useful, and practical approach where 
predictive accuracy need not be extreme. 

However, this model, with the usual 2-D constants, doesn't 
properly represent the magnitude of the shear stress vector, an 
effect represented in profiles of structure parameter Oi versus 
distance from the wall. For flows examined here and in earlier 
studies, flj values are lowered by three-dimensional effects near 
the wall. As noted by Driver and Johnston (1990), the degree 
of lowering is roughly a simple monotonic function of local 
skewing angle. Our investigation indicates that such a simple 
modification of the model is deficient in that the degree of 
lowering of Oi also depends on (i) the initial state of the turbu­
lence structure where cross-flow pressure gradients are first ap­
plied, (ii) the streamwise pressure gradients, (iii) the flow de­
velopment history under these gradients, and (iv) the boundary 
layer Reynolds number. These complications are the most likely 
cause of inaccurate predictions using a simple isotropic eddy 
viscosity. It would thus appear that higher order models will be 
required for the best predictions. 

Evaluation of Models. Models need to be evaluated by 
direct comparison to a range of data sets from a number of 
different studies. The acid test of a model is to compare mea­
sured and computed results for a wide variety of documented 
cases. This kind of comprehensive study has never been con­
ducted for 3DTBLs. Eight of the eleven cases examined in this 
paper are identified in Table 1 as potential candidates for use 
in an evaluation. Further study, will force the elimination of 
some of the cases, but we feel that Cases 1, 6, 9, 10, and 11 
are the most likely candidates. Case 11, the rotating disk flow, 
is the most important for early consideration because it is the 
only case with simple, unidirectional cross-flow which is truly 
three dimensional all the way from its laminar origin. We urge 
modellers to tackle this case as a prelude to the predication of 
more complex flows. Secondly, we recommend prediction of 
cases 1 and 10 in the near future as they would appear to be 
well qualified data sets obtained in geometrically relatively sim­
ple flows; cases 10 and 11 are axisymmetric which greatly 
simplifies computation. 

Quasi Coherent Structures in the Wall-Layers. Recent 
three-dimensional boundary layer studies have identified several 
structural changes that could lead to modification of turbulent 
stresses in three-dimensional boundary layers. Changes due to 
the presence of cross-flow include (i) a possible asymmetry 
of sweep and ejection strengths from streamwise vorticies of 
opposite signs and (ii) modified sweep and ejection trajectories. 
In several studies (iii) the number of each sign of quasi-stream-
wise vortex was found to be approximately equal, however (iv) 
the number of vortex structures and (v) the spanwise spacing 
and streamwise extent of these vortices appeared to have been 
reduced. 

Although all the studies indicate that changes occur, some of 
the results are contradictory. First, discrepancies, in part, result 
from use of a variety of detection techniques and concentration 
on different parts of the near-wall region. Secondly, the up­
stream origins of the layers may affect the response of the 
structures. Some boundary layers, those grown on rotating disks 
for example, are three-dimensional all the way from their lami­
nar origins. However, most of the others were fully-developed, 
two-dimensional turbulent layers before they were subject to 
any cross-flow perturbation. Finally, the effects of Reynolds 
number on the various results needs to be fully taken into ac­
count. Present results are far from complete. If structure research 
is extended in the future, a more complete understanding of the 

behavior of near-wall quasi-coherent structures might result and 
be useful for the prediction of the effects of three-dimensionality 
on the turbulence quantities modeled for use in engineering 
flows. 

JFE Data Bank Contributions 

The experimental data sets obtained from the authors who 
produced their data at Stanford University are being added to 
the Journal of Fluids Engineering data bank. The sets include 
some of the cases reviewed here: Schwarz and Bradshaw (#1), 
Flack and Johnston (#2 & #3), Driver and Johnston (#10), and 
Littel and Eaton (#11). Also, it is planned to add data sets from 
Johnson and Johnston (1989), a two-dimensional flow at Re^ 
= 1400 which compliments Flack and Johnston's Case #3, and 
the two-dimensional DNS data set of Spalart (1989) at Rco = 
1410. To access the file for this paper follow the instructions 
in this issue. 
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Perspective: The Experimentalist 
and the Problem of Turbulence 
in the Age of Supercomputers 
Due to the rising capabilities of computational fluid mechanics (CFD), the role of 
the experimentalist in solving the problem of turbulence has come under serious 
question. However, after much initial excitement by the prospect of CFD, the basic 
understanding of non-linear fluid phenomena such as turbulence still remains a grand 
challenge and will remain so into the unforeseeable future. It appears that in order 
to accelerate the development of a comprehensive and practical understanding and 
modeling of turbulence, it is required that a constructive synergism between experi­
ments and simulations be created. Moreover, the digital revolution has helped experi­
mental fluid mechanics to acquire new capabilities in the whole-field flow mapping 
technique which enables it to efficiently interface with CFD. This new horizon is 
promising in its capabilities to guide, validate and actively interact in conducting 
reliable simulations of turbulent flows. 

Introduction 
Since the time of Galileo, progress in science has greatly 

depended on the experimentalist's capabilities to question na­
ture by means of observation and experimentation, and by way 
of measuring magnitudes that could be analyzed and interrelated 
through mathematical formulation. It is an historical fact that 
every time experimental techniques have taken a leap forward, 
the ' 'experimentalist'' has made totally unexpected and unimag-
ined discoveries. The history of natural science is filled with 
examples of experimental discoveries that have resulted in the 
formulation of new laws of physics by theorists. On the other 
hand, regardless of the way that a theory is born, ultimately, it 
has been the job of experimentalists to weed out the theories that 
work from those that don't. The dual role of experimentalists in 
exploration and discovery, on the one hand, and checking the 
newborn theories against the hard realities of the real world, on 
the other, creates an intricate interplay between observation and 
theory which is, above all, a unique demonstration of man's 
unintimidated but disciplined exercise of the imagination. 

In recent decades, this balance between observation and the­
ory has definitely been altered by advances in numerical meth­
ods and rising computational capabilities in the fields of engi­
neering and physics. The remarkable advances in the computing 
powers of today's computers has opened the era of simulation; 
physical processes that can be recreated through existing laws 
of physics. The attractive prospects of accurately simulating 
the experimentally hard-to-reaUze problems of science at lower 
costs is the promise of the computational physicist or engineer. 
This promise is extremely appealing to the scientific and techni­
cal community in general and has been a hard one for the 
experimentalist to compete with. Indeed, in some branches of 
science and engineering where simulations can be conducted 
based on firm and well-behaved mathematical models, the role 
of the experimentalist has grown weaker. However, the role of 
experiments in weeding out the simulations that work from 
those that don't continues to be essential in all branches of 
science and technology. Nonetheless, the concept of exploration 
and discovery through simulation, rather than experimentation, 
has most threatened the role of the experimentalist as discoverer. 
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Among many fields of science that have faced this threat, 
fluid mechanics has suffered the greatest impact. In the past 
100 years, from the primitive wind tunnel studies of the Wright 
brothers to the large scale wind tunnels of national laboratories, 
and from the desktop experiments of G. I. Taylor to sophisti­
cated oceanographic laboratory platforms, experiments have 
been the only viable source of knowledge for basic or industrial 
fluid mechanics research. The rapid advances in computational 
fluid dynamics in the 70s and early 80s have been responsible 
for the creation of the narrow view that experimental facilities 
(for example, wind tunnels) would eventually be replaced by 
their digital counterparts. Such views, which were based on 
projections of dramatic increases in the performance of comput­
ers, reflected a lack of appreciation for the non-linear and multi­
dimensional nature of many of today's unresolved grand scien­
tific challenges, of which a majority happen to reside in the 
field of fluid mechanics. In the middle of the broad range of 
flow problems that challenge today's scientists stands the great­
est puzzle of classical physics—turbulence. 

The Grand Challenge 
Fluid turbulence, in its many forms, shapes and degrees, from 

the grandest reaches of space to the sand and sea, is the elemen­
tal dynamic form. Its appearance in the atmosphere, in plasma, 
in fluid interfaces or in multi-phase flows is a manifestation of 
the convective and nonlinear nature of physical laws that govern 
the flow of fluids. The problem of understanding turbulence, in 
order to model and predict its mixing and transport properties 
or the prediction of flow around and inside geometries, is the 
grand challenge of this and quite possibly the next century. 
Turbulence has remained the last frontier of twentieth century 
science. For all the efforts of the great minds of science, the 
problem of turbulence has remained empirical. 

The history of fluid mechanics would certainly credit the 
foundation of our current understanding of turbulence to the 
bold and pioneering work of scientists such as Osborn W. Reyn­
olds, G. I. Taylor, Ludwig Prandtl, and Theodore von Karman 
who were products of a scientific culture that exercised the 
aforementioned intricate interplay between experiments and 
theory. Since their milestone work, many subsequent theoretical 
and modeling efforts to represent the physical process of turbu­
lence have been pursued. Ultimately, these theories and models 
had to face the practical demands of industry where predictive 
capabilities were required. The rise of computational fluid dy-
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namics was a natural answer to this demand for which experi- 
mentalists and theorists had not yet provided a viable solution. 

After much justifiable initial excitement by the prospects of 
computational fluid dynamics, the basic understanding of fluid 
turbulence in its various forms (plasma, climatology, hydro, 
and aerodynamics) still remains a challenge to the theorist, 
experimentalist and numerical analyst alike. The colossal nature 
of this problem requires the development of novel approaches 
based on the synergism that experimentalists, numerists and 
theorists can create. This synergism should provide a higher 
level of validation for turbulence models by reaching deeper 
levels of understanding for the physics of turbulence. In order 
to construct this synergism, one needs to appreciate the nature 
of the problem of turbulence and identify the issues that cur- 
rently slow the progress toward achieving a comprehensive un- 
derstanding of this problem. In doing so, I have tried to express 
my opinion and understanding of these issues from the point 
of view of an experimentalist. In many cases, the ideas ex- 
pressed in this paper are far from novel in their essence, but 
they reflect the means shared by many traditional and "contem- 
porary" experimentalists. The particular examples cited in this 
paper only partially represent the state-of-the-art and are by no 
means the only ones. For the sake of brevity, I have tried to 
avoid combing the literature for every possible similar work, 
which I hope will not lessen the credibility of the ideas presented 
in this paper. 

Some Insights 
Many fluid mechanical problems of scientific and technologi- 

cal importance exhibit complex, unsteady and multi-dimen- 
sional dynamics. Large-scale turbulent separated flows, turbu- 
lent mixing, combustion and geostrophic flows provide a few 
unsteady examples. Above all, the three-dimensionality of these 
flows poses the greatest difficulty in the simulation or measure- 
ments of these flows. In this respect, some scaling arguments 
will help us to appreciate what it takes to "resolve" turbulence 
through experimentation and simulation, 

We would like to consider turbulence as an ensemble of 
interacting eddies, where energy is provided by the large eddies 
and lost by theviscous action of the fluid on the smallest eddies. 
Based in this scenario and dimensional analysis, Kolmogorov's 
scaling arguments for turbulence (1941) suggest, 

~max Re3/4 
~min 

where 6max is the nominal size of the large energy-containing 
eddies in a shear flow and ~min is the size of the smallest existing 
eddies (known as Kolmogorov eddies) and Re is the Reynolds 
number (i.e., Re = 6~xU/v) based on the ~max and the typical 
velocity of large eddies (i.e., U). If we assume that 6m~n represents 
the minimum spatial resolution, then the above ratio will become 
an indication of the number of grid points that the computation 
or measurements will be required to have in order to describe 
the entire dynamic range of scales (Frisch and Orszag, 1990). 
In 3-D, this ratio would be proportional t o  ( R e 3 / 4 )  3 . 

The minimum temporal resolution can be obtained by divid- 
ing the smallest spatial scale (6~n) by the convective velocity 
of large eddies (U) 

~min ~max Re_3/4 Tmi n = 
U U 

Again, the ratio of the largest to smallest temporal scales can 
be expressed as 

6m~x/U Re3/4, 
7"mi n 

which also indicates the number of required time steps (Karnia- 

dakis and Orszag, 1990). Therefore, the minimum number of 
points that ultimately need to be obtained is proportional to 

Ntotal ~ (Re3/4)  3" (Re3/4)  = Re 3- 

This estimate is quite conservative since the minimum num- 
ber of required grid points in time and space, in order to reliably 
resolve the spectral properties of turbulence, should follow the 
Nyquist criteria for space and time, in that it should be sixteen 
times higher. This requirement for the minimum number of 
points in measurements or computations, in order to describe 
the flow, is rather depressing since every order of magnitude 
increase in the flow Reynolds number requires a three orders 
of magnitude increase in the number of required computational/ 
experimental grid points. 

To scale the problem, consider the fact that, for the onset of 
fully developed turbulence in shear flows, a minimum Reynolds 
number of 104 is usually required (Dimotakis, 1993). At the 
outset, for transport airliners or atmospheric flows, the Reynolds 
number will be in the range of 108 to 10 ~2, respectively. The 
sobering resolution requirement for performing practical mea- 
surements or simulations of turbulent flows in this range de- 
mands computing powers and diagnostic tools beyond the capa- 
bilities of standard available technology. 

Computing the Turbulence 
What might have been called a supercomputer in the 1980s 

(to distinguish it from the standards of the industry at that time) 
will be hard-pressed to compete with some of the hand-held 
PC's of the 1990s. Therefore, the term supercomputer is a rela- 
tive but attractive name and, therefore, should be judged based 
on what it achieves. This term has been passed on from sequen- 
tial (yon Neumann) machines to today's parallel processors 
with giga (109) and, very soon, tera (10 =2) flops (floating-point 
operations per second) capabilities. 

Application of paralleled codes on massively parallel comput- 
ers with efficient networking and a large memory capacity are 
becoming the methods of choice for simulating turbulent flows. 
In the background of the ever-increasing power of supercomput- 
ers, there exists a whole spectrum of methodologies that can 
be used to compute turbulent flows--some with short term 
objectives and some with a look toward a comprehensive ap- 
proach to the turbulence problem. 

Ideally, one should be able to compute an entire flow field 
by solving the 3-D unsteady Navier-Stokes equations. This ap- 
proach, which is known as direct numerical simulation or DNS, 
should (within the numerical approximation) render the full 
range of turbulent motions as well as transport properties of the 
flow. DNS is an alternative to experimental realization in the 
laboratory with all the attractive aspects of exploration and 
discovery which have been unique to experiments. However, 
the restriction caused by the aforementioned resolution require- 
ments inhibits the practical application of DNS in simulating 
turbulent flows with a Reynolds number in excess of 104. In 
this respect, considering the current state-of-the-art in comput- 
ing and the most optimistic prediction for its expansion, DNS 
applications will be confined to turbulent flows involving simple 
geometries at Reynolds numbers below 104 for many years to 
come. For example, using an efficient DNS code, a typical 
calculation of 100 cycles of vortex shedding from a circular 
cylinder at a Reynolds number of 1000 (Henderson and Karnia- 
dakis, 1995; see also Appendix) takes up to 400 hours to gener- 
ate on a parallel supercomputer with a speed of 0.5 giga flops. 

Despite the current limitations of direct simulations, DNS 
has proved that, when it is used appropriately, it is an unsurpas- 
sed method for understanding the physics of flow, interacting 
with experiments, or guiding modeling efforts. We will discuss 
the unique opportunities that DNS provides in the next section. 
However, the practical needs of industry demand intermediate 

234 / Vol. 118, JUNE 1996 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



solutions for high Reynolds number flow problems in the form 
of predictive models. 

At the heart of practical technological problems is the need 
for predicting turbulent fluxes of momentum and passive scalars 
such as species and temperature. Depending on the nature of 
properties in demand, various approximation schemes have 
been developed that do not involve omission of viscous or 
turbulent stress terms. All of these methods represent some kind 
of averaging or filtering operations on the N-S equations. In its 
simplest form, the averaging or filtering of N-S takes the follow- 
ing form: 

/Off,. fi; Off~ "/ - 0/~ + --~- (~o + To), ( 1 )  

+ ' - - Ox--; 

where 

U i -~ velocity v e c t o r  

p ~ pressure 

r 0 (viscous stress) ~ #[(Off~/Oxj) + (OffJOxi)] 

p ~ density (constant) 

T o (Reynolds stress tensor) ~- -pu:u: 

The overbar represents the filtering or averaging process in 
the form of spatial, temporal or ensemble averaging. On one 
extreme of the filtering processes stands the Reynolds (1985) 
scheme which results in Reynolds averaged N-S or RANS equa- 
tions where the entire time dependent parameters are averaged 
based on the assumption of statistically steady turbulence. 
In general, the averaging or filtering introduces correlations 
( -  pu[ uj ) between unresolved fluctuating velocities which act 
as stresses (T 0 = - p u :  u j)  on the resolved motions. Equation 
( 1 ) is not closed until a model is constructed that can relate the 
Reynolds stress (T0) to the mean velocities (~ ) .  

Through Boussinesq's hypothesis, the Reynolds stresses can 
be related to the gradients of averaged or filtered velocities 
(strain rate tensor) through the following eddy-viscosity rela- 
tion for incompressible flows: 

To = / -ZT/ '~--  + ( 2 ) '  
\ a x j  Oxi 1 

The variation of the eddy viscosity /zr over space and time 
must be obtained through turbulence modeling. The first models 
for closure were proposed by Prandtl (see Hinze, 1959) and is 
known as the mixing length theory. For two-dimensional flows, 
it suggests 

21 dul 
I)T = lo ~ or "0 T = IIZ~XU. 

It is the shear layer thickness while I0 is the mixing length. For 
the near wall region of turbulent boundary layers, the mixing 
length is related to the transverse coordinate (y) as 10 = Ky 
where K is the von Kfhrmhn constant. This is a one-dimensional 
model that is mainly applicable to turbulent boundary layers. 
Validation studies of RANS codes of this type are mainly lim- 
ited to two-dimensional flows. A particular three-dimensional 
version of the Prandtl model is the Baldwin-Lomax Model 
(Baldwin and Lomax, 1978), which has been very popular for 
RANS models in aerodynamics. It takes the following form: 

vT = l ~ ( ~ .  ) 1/~ 

where ~ = V × ffis the mean vorticity vector (Speziale, 1990). 

In relation ( 2 ) ,  we have neglected the normal stresses. 

The predictive power of this type of RANS model is limited 
since the turbulent length scale (It) should be independently 
provided for every specific application. One can avoid direct 
modeling of turbulent shear stresses by using a corresponding 
transport equation for the Reynolds stress itself, which results 
in the generation of additional higher order correlations to be 
modeled. The modeling of this higher order correlation is a 
central challenge to the statistical theory of turbulence. The 
application of RANS codes to massively 3D and transient flows 
has been limited to simple geometries. To obtain the drag coef- 
ficient or the pressure distribution, one needs to accurately 
model the separation regions where the dynamics have a pro- 
found effect on the separation points and thus on the base pres- 
sure distribution. In defining the averaging schemes, one can 
design filters that preserve certain dominant frequencies and 
average out stochastical turbulent motions altogether. This is 
an unsteady version of RANS codes whose application again 
requires explicit experimental input (Rodi, 1993). 

Roshko (1992) points out that "one impact of [the original] 
RANS methods and the statistical theory was to tend to encour- 
age a view of 'fully turbulent' flow as too complicated and 
disorganized to contain structural features that could be usefully 
incorporated into any model." The discovery of large vortical 
structures in boundary layers (Kline et al., 1967) and high 
Reynolds number mixing layers of Brown and Roshko (1974) 
has certainly changed this view. The impetus for an alternative 
method that stands between the two extremeapproaches of DNS 
and RANS codes stems from these discoveries. Large eddy 
simulation methods tend to benefit from the fact that, for high 
Reynolds number flows, the large eddies are responsible for the 
transport of momentum and energy in recirculating regions, in 
free shear flows and in setting up the large scale pressure fields. 
In large eddy simulations, the behavior of the large scale motion 
of turbulence is simulated through conventional DNS codes, 
while modeling is used for the smaller unresolved scales. The 
fundamental aspect of LES is in the projection operation or 
filtering of the N-S equation. Similar to the RANS approach, 
the resulting truncated N-S equation lacks closure because of 
the stress-like reflection of eddies that fail to pass the filter on 
those that do (Ferziger, 1983; Rogallo and Moin, 1984). This 
stress-like reflection, which is called subgrid-scale (SGS) Reyn- 
olds stress, must be related to the large scale eddies in order 
for the scheme to work. 

The Smagorinsky model, which is a 3D version of the eddy 
viscosity model, has been used to tackle the closure issue. In 
this model the SGS Reynolds stress tensor u:u: is assumed to 
be related to the corresponding components of the strain rate 
tensor of the large scalar field, (~j), through 

1 {Offi Offj~ 
Oxl ) 

where vr is the SGS eddy viscosity given by 

v~ = C (  S,jSo) '~2Zx 

where ~ is the corresponding length scale associated with the 
low pass filter and Q is a constant parameter. 

Many variations and modifications of the Smagorinsky model 
(e.g., dynamic SGS models, Germano et al., 1991) have been 
developed and used to attain the proper reflection of the unre- 
solved scales on the resolved large eddies. The improper model- 
ing of small scales results in excessive dissipation and can have 
catastrophic results in terms of the behavior of large scales. 

The main shortcoming of the RANS and LES approaches is 
the fact that turbulent time and length scales are not universal 
and their modeling requires empirical information provided by 
experiments. A true modeling of the small scales in fully devel- 
oped turbulent flows require experimental construction of strain 
rate and turbulent stress tensors. This is an exceedingly chal- 

Journal of Fluids Engineering JUNE 1996, Vol. 118 / 235 

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



lenging task, since the current available experimental techniques 
can hardly render such information for three-dimensional flows. 

The last method that we must mention, and what Ferziger 
(1993) calls the chief competition of the LES technique for the 
simulation of turbulent separated flows, is the discrete vortex 
method (Leonard, 1985; Sarpkaya, 1988). Excellent results, in 
terms of the flow pattern and of flow quantities at very large 
Reynolds numbers, can be obtained for 2-D geometries by this 
technique. Application of this technique to 3-D complex flows 
is the subject of much current research. 

Probing the Turbulence 
Single point measurement techniques such as hot wire and 

laser Doppler velocimetry (LDV) have been widely used for 
turbulence studies. Hot wire anemometry and LDV had been 
perfected and are still in use for many fluid measurements and 
control applications, while remaining useful for obtaining vari- 
ous quantities at a single point or array of points as a function 
of time. Still, the Eulerian nature of the information obtained 
by these devices yields insufficient information for an adequate 
description of turbulence. The discovery of large vortical struc- 
tures at high Reynolds number flows through flow visualization 
(Brown & Roshko) proved that single point probes can miss 
the big picture altogether. 

Naturally, flow visualization, benefiting from a remarkable 
function of the human brain in recognizing moving patterns, 
has helped the observers of nature--from Leonardo Da Vinci 
to modem vortex chasers--to appreciate the Lagrangian nature 
of turbulent flows. In science and technology, wherever ade- 
quate visualization has been part of the creative process, it has 
yielded new insights into complex phenomena and has provided 
better descriptions and predictive models. Examples range from 
Osborn Reynolds' description of turbulence to the observation 
of large vortical structures by Brown and Roshko. From the 
mixing of dye patterns to patterns generated by the pathlines 
of small suspended particles, the rendered information has been 
a remarkable source of knowledge. Obviously, the global nature 
of this information has invited many attempts to develop quanti- 
tative methods for flow visualization. A major drawback in 
doing so has been the lack of advanced imaging, acquisition 
and subsequent processing hardware and software technology. 
It is interesting that the same digital revolution that converted 
the primitive abacus machines to today's supercomputers has 
also helped experimenters to develop some of the most amazing 
means of quantitative imaging. In other words, this revolution 
has helped to develop the new art and science of quantitative 
visualization. 

Quantitative Flow Visualization 
Quantitative flow visualization has many roots and has taken 

several approaches. The advent of digital image processing has 
made it possible to practically extract useful information from 
every kind of flow image. In a direct approach, the image inten- 
sity or color (wavelength or frequency) can be used as an 
indication of concentration, density and temperature fields or 
of gradients of these scalar fields in the flow (Merzkirch, 1987). 
These effects can be part of the inherent dynamics of the flow 
(e.g., gradients of density are used in shadowgraph and Schlie- 
ren techniques) or generated through the introduction of opti- 
cally passive or activate dye agents (fluorescent tracers, liquid 
crystals) or various molecular tagging schemes. 

In general, the optical flow or the motion of intensity fields 
can be obtained through time sequenced images (Singh, 1991 ). 
For example, the motion of patterns generated by dye, clouds 
or particles can be used to obtain such a time sequence. The 
main problem with using a continuous-intensity pattern, gener- 
ated by scalar fields (e.g., dye patterns), is that it must be fully 
resolved (space/time) and contain variations of intensity at all 

scales before mean and turbulent velocity information can be 
obtained (Pearlstein, 1995). In this respect, the discrete nature 
of images generated by seeding particles has made particle 
tracking the method of choice for whole field velocimetry. The 
technique recovers the instantaneous two- or three-dimensional 
velocity vector field from multiple images of a particle field 
within a plane or volumetric slab of a seeded flow, which is 
illuminated by a laser light sheet. Various methods such as 
individual tracking of particles or statistical techniques can be 
used to obtain the displacement information and subsequently 
the velocity information. The spatial resolution of this method 
depends on the number density of the particles. A major draw- 
back in using particle tracking techniques has been the unac- 
ceptable degree of manual work that was required to obtain the 
velocity field from a large number of traces or particle images. 
Digital imaging techniques have helped to make particle 
tracking less laborious (Gharib and Willelrt, 1989). However, 
because of the errors involved with identifying the particle pairs 
in high particle-density images, the design of automatic particle 
tracking methods for three-dimensional flows has been espe- 
cially challenging. Therefore, applications of the automatic par- 
ticle tracking methods have been limited to low particle density 
images. 

In contrast to the tracking of individual particles, the particle 
image velocimetry (PIV) technique follows a group of particles 
through statistical correlation of sampled windows of the image 
field (Adrian, 1991). This scheme removes the problem of 
identifying individual particles which is often associated with 
tedious operations and large errors in the detection of particle 
pairs. In terms of the spatial resolution, the obtained velocity 
at each window represents the average velocity of the group of 
particles within the window. The interrogating window in PIV 
is the equivalent of the grid cell in CFD. Development of the 
video-based digital version of PIV, known as DPIV (Willert 
and Gharib, 1991; Westerweel 1993), resulted directly from 
advances in charge coupled device (CCD) technology and fast, 
computer-based, image processing systems. In terms of overall 
steps involved, DP1V is much faster than photographic PIV and 
particle tracking methods. The spatial resolution of the DPIV 
technique is decided by the resolution of the CCD array which 
is usually less than photographic films. However, this shortcom- 
ing is being reduced by the continuing improvement in high 
resolution/high speed CCD technology. 

The capability of whole field measurement techniques in pro- 
viding velocity vector or scalar field information in a format 
compatible to CFD calculations has made a major impact in 
defining common ground for designing new approaches toward 
resolving the turbulent flow problem. Figure 1 presents an ex- 
ample of companion DPIV (Gharib and Weigand, 1995) and 
DNS (Zhang and Yue, 1995) simulations of the interaction of 
a vortex ring (Reynolds number of 1000) with a free surface. 
The velocity vector fields are shown at the surface and in the 
symmetry plane of the vortex. The DNS simulation was carried 
out using non-linear free-surface boundary conditions. For 
DPIV, two simultaneous laser sheets and two simultaneous 
video-cameras were used to map the flow. Figure 1 (c) shows 
temporal evolution of the vorticity field at the free surface and 
the symmetry plane. A single flow parameter such as circulation 
has been used to draw a quantitative comparison between the 
two approaches. Qualitative and quantitative agreements in the 
domains of time and space serve to confidently use the CFD 
results to explore other flow parameters that are not obtainable 
through experiments. Such a comparison could not be obtained 
by using methods such as LDV or hot wire anemometry that 
do not address the global Lagrangian and the temporal nature 
of this flow. 

DPIV can be utilized to obtain three components of the veloc- 
ity field (Raffel et al., 1995). However, this extension of DPIV 
is limited to a few planes and cannot address the full dimension- 
ality of turbulent flows with the current video technology. Holt- 
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Fig. 1 (b) 
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Fig. 1 The velocity vector field obtained by (a) DPIV (Gharib and Wei- 
gand, 1995) and (b) DNS (Zhang and Yue, 1995) 

graphic PIV techniques are more suitable for obtaining three- 
dimensional distribution of the velocity vector field (Barnhart 
et al., 1994). Figure 2 depicts such a three-dimensional mapping 
of velocity vector field in a fully developed turbulent channel 
flow. The photographic nature of holographic PIV techniques 
limits their ability to address the temporal dynamics of turbulent 
flows. Recent advances in three-dimensional video-based parti- 
cle tracking techniques have removed some of these shortcom- 
ings (Kasagi and Sata, 1992). 

Besides DPIV, quantitative scalar imaging techniques have 
also been developed for concentration measurements (Kooches- 
fahani and Dimotakis, 1986), for temperature (Dabiri and 
Gharib, 1991 ), and for surface elevation and slope (Zhang and 
Cox, 1994; Zhang, 1994). In the latter, the surface slopes can 
be directly obtained from a novel color-coding technique; an 
example of its use to study free-surface turbulence generated 
by an underwater jet is given in Fig. 3. Each color in this picture 
is representative of a certain slope which can be converted to 
the surface elevation through a spatial integration scheme. 

The aforementioned examples from the author's group and 
others represent various whole field quantitative flow visualiza- 
tion methods that hold the promise of providing new dimensions 
in measurements and their interaction with CFD. 

Defining Common Ground 
It would be greatly deceiving to attribute the shortcomings 

of simulations to the limitations of computational power or 
numerical issues (Rizzi and Engquest, 1987; Leschziner, 1993). 
There are many other issues that severely challenge various 
computational approaches to solving turbulent flow problems 
including: 

1. Steady and unsteady boundary conditions (common to 
all types of CFD methods) 

2. Complex 3-D geometries (common to Euler methods, 
RANS, LES, vortex methods) 

3. Multi-phase flows (common to all types of CFD meth- 
ods) 

4. Coupled-fields (common to all types of CFD methods) 
5. Compressibility (common to all types of CFD methods) 

HPIV 

Fig. 2 Three-dimensional velocity vector field obtained by a phase-conjugated holographic PIV 
technique (Barnhart, 1994) 
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Fig. 3 Free-surface color slope mapping of a near surface turbulent jet 
(Zhang et al., 1994) 

In this respect, the interaction between experiments and CFD 
can take place at two levels: 

1. Low and Medium Reynolds Number. For straight 
validation purposes; such as checking on the two-dimensionality 
of the flow, geometry definition, and velocity and vorticity field 
comparisons; quantitative flow visualization methods offer a 
unique opportunity. In our second example shown in Fig. 4 
simulation of vortex shedding from a circular cylinder using 
DNS (Henderson 1994) is compared with its DPIV counterpart. 
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Fig. 4 Vorticity in the wake of a circular cylinder, Re = 100: (a) DPIV 
measurements, (b) 2-D numerical simulations, (c) computed values of 
the circulation of wake vorticies from (×) experiments and (e l  simula- 
tions. This example is typical of the excellent qualitative (vortex size 
and shape) and quantitative (circulation) agreement now possible for 
unsteady two- and three-dimensional flows. 

DPIV results. DNS with vorticity distribution 
from DPIV for the initial 
vortex. 

Fig. 5 A comparative study of DNS simulation based on initial conditions 
from a model or DPIV vorticity distribution (Liepmann and Dommermuth 
1991; Fabris et al., 1995) 

Experiments are essential in resolving modeling issues, such 
as boundary conditions, where modeling errors can produce 
errors in the solution of order one. The problem of defining the 
proper in-flow (upstream) condition and the determination of 
the dimensions of the computational box (blockage effect and 
correlation lengths) can easily benefit from appropriate labora- 
tory simulation of the flow condition. One of the most important 
features of DPIV is the compatibility of its format with that of 
the CFD method. In-flow conditions or initial flow properties 
can be used directly as input to initiate DNS or LES. This 
approach removes unrealistic in-flow conditions which often 
result in dubious flow solutions. In Fig. 5(a) ,  (b), (c), and 
(d), we present the interaction of a vortex pair with a solid 
boundary obtained by DPIV and DNS. Figure 5(b) shows the 
DNS simulation initiated by a Gaussian vorticity distribution 
for the approaching vortex. Figure 5(c) depicts the DPIV re- 
suits. Figure 5(b) shows that the simulation does not generate 
the correct flow field if the initial experimental conditions were 
not used. Using initial vorticity fields from the DPIV measure- 
ment, Figure 5 (d) shows a much better agreement with experi- 
ments. It is interesting to note that without such novel experi- 
ments, the whole validity of the DNS code used for this simula- 
tion might have ended in doubt for a wrong reason (Liepmann 
and Dommermuth, 1991; Fabfis et al., 1995). Also, it has to 
be mentioned that such experiments open new opportunities for 
interactive computational/experimental methods to be devel- 
oped for thermofluid flows (Humphrey et al., 1991). 

There are two other types of boundary conditions that are 
especially troublesome; namely, boundaries that involve fluid 
that leaves the computational domain (out-flow condition), and 
unsteady moving boundaries such as flexible cables (Newman 
and Karniadakis, 1995) or free surfaces (Dommermuth, 1993). 
For simulations, these boundary conditions are part of the solu- 
tion to the problem and need to be defined in transit. Proper 
resolutions of these problems are important for situations in- 
volving free surfaces as boundary conditions. Exit conditions 
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are especially interesting since they can create feedback prob- 
lems upstream in the form of altered upstream initial condi- 
t ions-acoust ic  resonance or sloshing modes in the case of the 
simulation of the free surface. In these cases, direct interaction 
between the experimentally determined initial condition, wall 
condition or in-flow condition is impossible due to the unsteady 
nature of the problem. However, since these extreme boundary 
conditions usually result in additional effects, companion exper- 
iments can be used to tune simulations to eliminate these arti- 
facts and obtain realistic dynamic boundary conditions. For ex- 
ample, studies of free surface deformation, wave generation and 
wave reflection off the computational boundaries can be studied 
under realistic experimental conditions. Techniques such as the 
surface mapping technique can become very valuable in resolv- 
ing these types of boundary problems. 

DNS simulations at low to medium range Reynolds numbers 
(2000 < Re < 5000) have been helpful to our current under- 
standing of turbulent channel and pipe flows. For example, Kim, 
Moin and Moser's paper (1987) is one of the best examples of 
such an achievement, where a comprehensive flow database was 
used for analysis and providing guidelines for higher Reynolds 
number experiments, In this respect, Eggels et al. (1994), and 
Westerweel et al. (1995) have conducted extensive comparisons 
of DNS, LDV, DPIV and PIV measurements of turbulent pipe 
flows at Reynolds number of approximately 5000. Figure 6 
shows the power spectra of the axial velocity obtained by these 
four methods. It is interesting to note that DNS results indicate 
the poor resolution of the selected DPIV and PIV parameters 
in high wave number ranges. This problem can be solved by 
reducing the imaging area. On the other hand, at low wave 
numbers, the short period of DNS calculations results in an 
underestimation of the power spectra. LDV appears to reflect 
the flow properties correctly at high and low wave number 
ranges. However, the LDV information is one-dimensional 
(only in time) and fails to provide the spatial correlation infor- 
mation which is essential for RANS and LES simulations. DNS 
can be quite valuable in providing resolution analysis for LES 
and for experiments (Jimenez, 1994) or guiding experiments in 
resolving fine flow structures (Visbal, 1994; Lin and Rockwell, 
1995). 

As Reynolds number increases, a tfirbulent flow involves 
either high speed or large scale or both. The current limitation 
of video technology in providing high speed imaging limits 
the capabilities of techniques such as DPIV in providing time- 
resolved temporal behavior of the flow. Spatial resolution can 
also become an issue, bu t - - a t  the expense of the dynamic 
range--this problem can be avoided. For this range, CCD- 
based whole-field measurement techniques can be used to con- 
struct reliable mean and fluctuating flow statistics. For example, 
length scale correlation of energy-containing eddies, obtained 
through PIV, can be used to truncate the DNS and computa- 
tional domain (Le Penven et al., 1985). Such studies would be 
important in constructing SGS models for large eddy simulation 
of turbulent flows in medium range Reynolds numbers. 

2. High Reynolds Numbers. LES, while very promising 
for high Reynolds number applications, can become quite ex- 
pensive when, for example, the wall layers need to be resolved. 
Simple turbulent boundary layer flow approximations, such as 
"law of the wall" (Murakami et al., 1985), can be used as the 
boundary condition to alleviate the fine grid requirements. For 
more complex 3-D flows, such as junction flows or free surfaces, 
such approximations do not exist; therefore, SGS modeling can- 
not be avoided. On the other hand, the majority of SGS models, 
such as the Smagorinsky model, are based on the assumption 
of isotropic flow conditions in the wall region. While the Sma- 
gorinsky model, based on the isotropy assumption, works well 
for wall bounded flows (Saddoughi, 1994), its reliable applica- 
tion to more complex flows; such as massively separated flows, 
jets, wakes, or flows near free surfaces (Sarpkaya et al., 1994); 

remains to be verified. Experimental techniques with multi- 
dimensional capabilities should be used to address the question 
of anisotropic turbulent viscosity for complex flows through 
measurements of Reynolds stresses and strain rate fields. In the 
meantime, methods such as DPIV and LDV can be used to 
measure dissipation rates which can be used directly in LES 
models. It is imperative to the problem of turbulence that such 
interfaces between simulations and scalar field measurements 
be developed. For example, spectral behavior of free-surface 
fluctuation such as the one shown in Fig. 3 will be essential in 
SGS modeling and also for estimating the dissipation rate in 
the near-surface region. 

Regardless of whether a viable solution can be found for 
SGS modeling, the LES for high Reynolds numbers would still 
be expensive since it requires the computation and storage of 
a large quantity of data for the purpose of extracting statistics. 
In this regard, RANS approaches are the only available methods 
for obtaining detailed flow information for very high Reynolds 
number flows. Examples include ship hydrodynamics (Tahara 
and Stem, 1994) and wind engineering (Rodi 1993). Informa- 
tion that has been obtained by single point measurement in 
terms of mean quantities and correlations has been instrumental 
in the development and application of the RANS method to 
boundary layer problems. However, further development of 
RANS has been restricted by the lack of knowledge regarding 
spatial correlation functions for the cases where separated flows 
or free surfaces are involved. According to the statistical theory 
of turbulence, spatial correlations provide useful knowledge 
(Batchelor, 1953; Lesieur, 1986) about the structure of turbu- 
lence and can be used in RANS methods. Also, this information 
can be used to design mathematical models of physical vortical 
turbulence for RANS methods (Lundgren, 1982; Pullin and 
Saffman, 1993). Development of such models, based on infor- 
mation that can be obtained from whole field velocimetry tech- 
niques, is essential for the further development of classical mod- 
eling. 

In order to give RANS models predictive capabilities, the 
need for empirical constants must be removed. One exciting 
possibility is to incorporate the underlying, driving instability 
of the flow, based on mean velocities, to obtain a prediction of 
Reynolds stresses without using any empirical constants (Liou 
and Morris, 1992). The future development of this method 
would depend on the construction of amplitude equations that 
can correctly represent instability characteristics of various 
shear flows. It is essential that the mean velocity profile and its 
spatial evolution be incorporated into these amplitude equations. 
Quantitative whole field velocimetry techniques can readily pro- 
vide global mean flow information at high Reynolds numbers 
beneficial to this technique. 

Conclusion 
In the last two decades, considerable national, human and 

monetary resources have been redirected to the development of 
CFD. Despite the phenomenal increase in computing power, the 
promise of economical, realistic simulation of turbulent flows in 
practical Reynolds number ranges ( > 105) has not been realized. 
In this respect, the confluence between computational fluid dy- 
namics and experiments, beyond its traditional validation role, 
becomes a mandatory requirement for progress. In order to 
materialize this synergism, it is imperative that we develop a 
common ground between simulations and physical experiments. 
The digital imaging technique has turned flow visualization 
from a qualitative tool into a powerful flow diagnostic method. 
This development in digital imaging technology has created a 
unique and novel link between the development of experimental 
and computational approaches that interactively help each other 
in order to develop a better understanding of the physics of 
turbulent flows which will lead to subsequent development of 
models for conducting realistic simulation of industrial-type 
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flows. For the purpose of discovering new phenomena, experi­
ments remain the most economical tool for fluid mechanics, 
while simulations, once they have been verified against experi­
ments, are more suitable for producing comprehensive flow 
databases. Simulations can be used for three-dimensional visu­
alization of flow quantities that the current state-of-the-art flow 
diagnostic tools are unable to provide. 

The computation of physical phenomena without developing 
a physical understanding can often produce misleading results. 
On the other hand, misguided experiments can equally contrib­
ute to the generation of more questions than answers. These 
somewhat orthogonal approaches have created two cultures of 
fluid mechanicians. The continuation of this two-culture mental­
ity, namely experimentalists and numerical analysts who con­
duct experiments and simulations in isolation, would delay 
reaching the goals of understanding, modeling and predicting 
turbulence. To solve this problem, we need to include provisions 
in our university and government/industrial research policies 
to accommodate and encourage a new generation of scientists 
and engineers who understand and appreciate both simulations 
and experiments. 
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A P P E N D I X 
When one starts talking about turbulence, one gets pushed 

immediately into a statistical way of thinking—what is the 
mean velocity, what are the r.m.s. turbulence fluctuations, how 
large are the Reynolds stresses? Statistical quantities come from 
long averages relative to some fundamental time scale of the 
flow, so it seems like an interesting question to ask what the 
computational time scale is to compute a turbulent flow versus 
the laboratory time scale to generate one? Consider this for one 
of the classic problems in bluff body wakes: flow past a circular 
cylinder. 

The wake of a circular cylinder becomes "turbulent" at a 
relatively low Reynolds number Re = Udiv of a few hundred. 
It is fully turbulent at Re = 1000 but still accessible to direct 
numerical simulations because the range from 0{d) to the dissi­
pation scale is fairly narrow, say three to four decades in an 
energy scale based on the kinetic energy per unit volume of the 
mean flow. This is an ideal case for comparing simulations and 
experiments because both should be well within our current 
capabilities. 

First, consider the numbers for the experiment. Assume the 
working fluid is air (u = 1.5 X 10"^ ms/s), and the tunnel 
velocity is a steady 5 m/s. A cylinder with diameter d = 2.5 
mm can be made from brass and supported to prevent vibrations, 
giving a value for Re that is 0(1000). We know the dimen-
sionless shedding frequency or Strouhal number is St « 0.2, so 
the dimensional shedding frequency is / = St Uld = 400 Hz. 
In the wind tunnel, the fundamental time scale for the cylinder 
wake is 0.0025 seconds. 

What about a simulation of the same flow? Consider a state-
of-the-art calculation with a highly accurate multi-domain spec­
tral method. On a 64 processor Intel Paragon with a sustained 
rate of 0.5 Gflops, such a calculation can integrate a model 
with 0(10' ') degrees of freedom ("mesh points") as fast as 5 
seconds per time step. Moving up the scale, that is 3 hours per 
shedding cycle (2100 time steps); 4 shedding cycles per day 
(this is a shared facility, so you can only count on 12 hours of 
dedicated time); 25 shedding cycles per week; or 100 shedding 
cycles in a month. Of course, that is a month of "real time" 
as opposed to a month of computer time, but it is an accurate 
picture of what might be expected at a national supercomputing 
center. Here is the bottom line: one month of high-performance 
computer-simulated flow equals 0.25 seconds of experimenta­
tion time in the wind tunnel, for this case. Even assuming we 
have a dedicated facility, it places the ratio of time scales at 
roughly 4,000,000:1. It is important to keep in mind that simula­
tions provide comprehensive flow information (e.g., unsteady 
pressure field) which might not be attained through experi­
ments. 
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Collaborative Testing of 
Turbulence Models 

(Data Bank Contribution)* 

This is a brief report on a special project. Data from experiments and simulations 
were collected and distributed to over 100 turbulence modelers and other participants 
in 16 different countries. The modelers mailed the results of their "predictions" back 
to the organizers for distribution to all the participants for comment. The data covered 
most types of turbulent flow, compressible and incompressible, but the emphasis was 
on complex (strongly nonequilibrium) flows. No model was capable of predicting the 
full range of flows to good engineering accuracy, but stress-transport models seemed 
to perform best. The exchange of views and results alone has been of real benefit to 
modelers. 

Introduction 
This international undertaking was a sequel to the Stanford 

1980-81 Conference on Complex Turbulent Flows (Kline et 
al., 1982), in which Reynolds-averaged prediction methods 
were compared with selected experimental data. The present 
project on Collaborative Testing of Turbulence Models (hereaf­
ter "CTTM") was conducted by mail, to allow time for modest 
improvements to be made to prediction methods and for dialog 
to be established between participants. Our conclusion is, alas, 
much the same as that of the 1980-81 meeting: no current 
Reynolds-averaged turbulence model can predict the whole 
range of complex turbulent flows to worthwhile engineering 
accuracy. Stress-transport models ("second-moment" clo­
sures") did appear somewhat better than eddy-viscosity meth­
ods (two-equation models, etc.), but not enough to warrant the 
abandonment of eddy-viscosity models. It seems likely that the 
dissipation transport equation, used to provide a length (or time) 
scale in both two-equation and stress-transport models, is a 
major source of error. One of the main alternative "length 
scale" transport equations, the Wilcox LJ equation, appears to 
perform better but has not been widely tested in complex flows. 

The project was funded by no less than four US agencies— 
Air Force Office of Scientific Research, Army Research Office, 
NASA, and Office of Naval Research. This paper is the top 
layer of a stack of increasingly detailed documents, available 
from Stanford as specified in Appendix 1. There is no room in 
a journal paper for a complete presentation of the predictions 
or even a worthwhile number of plots, so that the justifications 
for our conclusions are available only in the lower layers. Also, 
some of the most useful results of the Collaboration were in 
information exchange, notably corrections of errors in models, 
codes or concepts, which it would be time-wasting and tactless 
to discuss in detail. 

Turbulence Models 
Full solutions of the time-dependent Navier-Stokes equations 

("direct numerical simulation," or DNS), are restricted to very 

* Data have been deposited in the JFE Data Bank. To access the file for this 
paper, see instructions on p. 427 of this issue. 
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low Reynolds numbers; and although large-eddy simulations 
(LES) are now competitive with DNS in accuracy at an order 
of magnitude less cost, even LES is currently too expensive for 
routine calculations. Therefore, current engineering prediction 
methods are based on Reynolds-averaged (more simply, time-
averaged) equations, with models for the unknown Reynolds 
stresses which appear as the result of time-averaging the nonlin­
ear Navier-Stokes equations. Note that a turbulence model is by 
definition semi-empirical: quantitative data from experiments or 
other sources of inspiration (including, of course, numerical 
simulations) must be fed in at some stage. 

Models for Reynolds stresses fall into two classes: "eddy-
viscosity' ' relations between the stresses and the mean velocity 
gradients at the same point in space; and models of the further 
unknowns in the exact partial-differential transport equations 
for the Reynolds stresses. The latter equations make it clear 
that the Reynolds stresses at a given point depend on the whole 
history of the flow: eddy viscosity is conceptually unsound. 

Eddy-viscosity models have been successful enough to be 
widely adopted in industry: the effect of history on the local 
behavior of a turbulent flow is small if the mean flow changes 
only slowly with distance downstream. However, many real-
life turbulent flows change rapidly in the streamwise direction, 
or are perturbed by some external effect. In such "complex" 
or "non-equilibrium" flows, eddy-viscosity models can give 
misleading results, because the turbulent stresses change much 
less rapidly than the mean flow. Models based directly on the 
Reynolds-stress transport equations ought to perform much bet­
ter than eddy-viscosity models in complex flows, and one of 
the main objects of CTTM was to see if this was true in practice. 

The models used included one or more examples of 

• algebraic eddy-viscosity or mixing-length formulas 
• one-equation eddy-viscosity-transport models 
• two-equation eddy-viscosity models, with variable-pairs 

{k, e), (k, kL), (k, w), or (k, r ) , where k is the turbulent 
kinetic energy, e is its dissipation rate, and the other quantities 
are alternative length or time scales, all expressible as A:'"e". 
The different choices lead to essential differences in the equa­
tions which cannot be removed by adjustment of coefficients. 
Wilcox (1993) suggests that to (m = - 1 , « = 1) is near the 
optimum. There was also one Algebraic Stress Model. 

• stress-equation models, solving PDEs for some or all of 
the Reynolds stresses. All except the Wilcox multiscale model 

Journal of Fluids Engineering JUNE 1996, Vol. 1 1 8 / 2 4 3 

Copyright © 1996 by ASME
Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(which is a somewhat truncated stress-equation model) used 
the e transport equation, nominally modeled in the same way 
as for two-equation methods, to provide a length scale. 

• large-eddy simulation. The presence of an LES method 
in the Collaboration is a landmark: LES may soon become a 
serious rival of Reynolds-averaged models. 

To compute wall-bounded flows, either the main turbulence 
model must be extended to low local Reynolds number (small 
Urylv or svaaWk'^Itp) or the main calculation must be matched 
to a function specifying the law of the wall, slightly outside the 
viscous wall region. The effect of the different "wall treat­
ments" was checked, early in the Collaboration, by asking for 
comparisons with the standard law of the wall (see below). 

Descriptions of the individual models are contained in the 
project newsletters (see Appendix 1: many models have ma­
tured since those descriptions were written). 

Organization of the Collaboration 

In the early stages, we planned a conference on the lines of 
the 1981 Stanford meeting, but Dr. D. M. Bushnell of NASA 
Langley Research Center pointed out that a collaborative effort 
conducted by correspondence (including mailing of tapes and 
disks, plus Fax and electronic mail) would allow better interac­
tion, optimisation and discussion than a "sudden death" confer­
ence. 

Development of turbulence models since 1981 has not been 
spectacular, and the few new types of rnodel were not well 
represented in CTTM. However, significant advances have been 
made, partly in numerics (including generally-improved grid 
independence due to the availability of larger, cheaper comput­
ers ), and partly in ensuring proper limiting behavior in special 
cases (e.g., "realizability," and the two-component limit at a 
solid surface). The number and quality of test cases has im­
proved considerably, mainly because the use of microcomputers 
in the laboratory has greatly increased the rate of data taking 
and allowed more complicated flows to be studied: also, DNS 
results are now generally accepted as equivalent to experimental 
data. Thus the time was ripe for a new test of turbulence models. 

We distributed experimental data and simulation results to 
all model developers who responded to our invitation, on micro­
computer disk. The data sets were selected by the organizers 
after informal consulations: there was no equivalent of the 1980 
part of the 1980-81 conference, a discussion of possible test 
cases. In the event, by no means all the available data were 
used, but a data library has been established (see Appendix 2). 

The results of each model for the specified test cases were 
returned to the organizers, and the graphs were redistributed to 
all the modelers, plus some experimenters and other experts 
(the total peaked at about 120), for comments. The administra­
tive effort was considerable. The test cases were sent out in 
several packages of increasing difficulty. All were for simple 
geometries (not excluding complex physics): we realised that 
the most up-to-date turbulence models would probably be the 
least flexible numerically (perhaps coded only for rectangular 
meshes). Nevertheless a number of modelers did not report 
results for the final set of complex flows: we have no way of 
knowing how many were unable to complete the calculations, 
and how many did not choose to report poor results. 

The reaction times of modelers proved to be much longer 
than anticipated and, furthermore, comparatively few sets of 
detailed comments were received from the collaborators. One 
reason for slow progress or complete withdrawal, not clearly 
foreseen by the organizers or the agencies, is that funding of 
turbulence modeling in the 1990s is more closely tied to the 
sponsor's interests than it was ten years ago, making it difficult 
to divert effort to a general-interest project (although the U.S. 
agency sponsors all said they would be sympathetic to requests 
to do this). Another reason for the failure to keep deadlines 

was that comparisons with data prompted many modelers to 
improve their models or numerics: this was the main reason for 
conducting a ' 'mail order'' operation, but made it very difficult 
to administer. 

As a result of the poor response, the number of different 
computations of each of the final group of complex flows is too 
small for firm conclusions to be drawn about the performance 
of the different types of model: clearly there is a danger of 
doing injustice to a model type that is mainly represented by 
incompletely-developed codes. 

Numerical Accuracy 
We did not require explicit demonstrations of grid indepen­

dence, believing that it would not be reasonable to expect this 
for each flow. We did, however, use the flat plate ' 'entry'' cases 
as a check on accurate reproduction of the law of the wall: the 
commonest example of inadequate resolution is too coarse a 
grid in the viscous wall region or improper use of a wall func­
tion. A good deal of time was taken up in sorting out the 
difficulties—not all strictly numerical—that did appear, and 
considerable improvements in some of the codes resulted. 

It was suggested by others at the start of the project that we 
might be overwhelmed by large numbers of people using the 
standard k, e model. In fact there were several examples of this 
popular model with standard coefficients but with different wall-
layer treatments or numerics, and comparisons proved very use­
ful. 

Test Cases and Results 

The February 1990 "Entry Cases." The first set of test 
cases to be sent out was simply a request for predictions of 
skin-friction coefficient and Stanton number in boundary layers 
in zero pressure gradient at a single Reynolds number of 10" 
based on momentum thickness: (i) in incompressible isothermal 
flow, (ii) incompressible flow with small temperature differ­
ence, (iii) flow over an adiabatic wall at a free-stream Mach 
number of 5.0, (iv) low-speed flow over a wall at 6 times the 
free-stream temperature, i.e., about the same temperature ratio 
as for case (iii). The results for cases (i) and (ii) immediately 
identified any models with severe accuracy problenis, (iii) was 
a simple check of general ability to predict compressible flow, 
and (iv) allowed discrepancies in (iii) to be attributed either to 
high-Mach-number difficulties as such, or inability to handle 
large density differences at any speed. 

Some of the compressible-flow methods were not used on 
case (i) or the later incompressible cases. This was unfortunate, 
because the incompressible data base is much larger, more com­
plete and generally more reliable. Some codes will indeed not 
run at zero Mach number, but extrapolation back to zero Mach 
number is fairly straightforward and was encouraged by the 
organizers. 

Most of the results for flat-plate C/in (i) were fairly close to 
the data consensus of 0.00264 (which has an uncertainty of no 
more than ±2 percent). An interesting spinoff from our checks 
of wall-treatment accuracy was a plot of predicted Cf against 
/loo, the predicted value of Ulu^ at Urylv = 100 (which is 
somewhere in the middle of the logarithmic region at Re^ = 
10"). Here M̂  is the friction velocity \TJp. The recommenda­
tions of Coles (Coles and Hirst, 1969) for the logarithmic-law 
constants (K = 0.41, C = 5.0) give /loo = 16.23. The range of 
predicted values of/,oo was quite large (initially between 15.2 
and 17.5, a 14 percent band), indicating a wide variety of wall-
treatment results. Furthermore there was little trace of negative 
correlation between Cf and /loo: that is, low/high results for Cf 
could not generally be attributed to high/low predictions of Imo 
by the wall treatment, but must have arisen in the outer layer. 
It appears that some models may have been optimised for flat-
plate Cf by adjusting the wall treatment without checking confor-
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mity with the universal law of the wall. We asked modelers to 
justify the departures from Coles' recommendations for the law 
of the wall, but the only specific response was from Femholz 
who based his preference for K = 0.40, C = 5.1 (/ioo = 16.61) 
on the data analysis in the series of AGARDographs on com­
pressible flow data by himself and co-authors. 

The "August 1990" Test Cases. (Full details of the test 
cases, including references to publications, are given in the 
project newsletters.) 

(i) Thin shear layers and homogeneous flows. 
The incompressible cases began with the Samuel and Joubert 

boundary layer in increasing adverse pressure gradient, which 
proved a hard case at the 1980-81 meeting. Results here were 
generally better, though the fc, e method overpredicted turbulent 
mixing in general, and skin friction in particular, as before. The 
stress-transport models, and also the k, to and multiscale models, 
gave much better results. 

Direct simulations of a constant-pressure boundary layer 
(Spalart, 1988) and a two-dimensional duct (Kim et al., 1987) 
were included, and modelers were asked to compare the highest 
order quantities they modeled (e.g. dissipation or triple prod­
uct) . This use of simulation results is another landmark in turbu­
lence model testing. These simulations of simple flows were 
particularly useful in assessing wall treatments. 

Homogeneous turbulence (strained and unstrained) was rep­
resented by experimental data. Some of the dissipation data 
proved unreliable, and most modelers adjusted the initial dissi­
pation so as to reproduce the initial TKE decay rate from the 
experimental data. With this legitimate amendment, most mod­
els predicted the homogeneous turbulence cases quite accu­
rately: bear in mind that many models have been adjusted to fit 
(unstrained) homogeneous turbulence data. 

For the free shear layers (round jet, plane jet, and plane 
mixing layer) modelers were simply asked to compare their 
predicted spreading rate with data correlations. One object was 
to discover the status of the "round-jet/plane-jet anomaly," the 
curious fact that many codes cannot produce good predictions 
of both flows with a single set of coefficients. The anomaly was 
still present in some codes: part of the explanation is that the 
streamwise transport of dissipation, which would be neglected 
if the boundary-layer approximation was made, is in fact quite 
large, so that an elliptic code is needed (Baz et al., 1992). This 
may be an artifact of current dissipation-equation models but 
is certainly real according to the rules of the game. A converse 
difficulty is that, to calculate thin shear layers with specified 
pressure distributions, users of fully-elliptic codes have to adjust 
the normal velocity on a fictitious upper boundary by trial and 
error if the full experimental geometry is unavailable. 

(ii) Backward-facing steps. 
These (data of Driver and Seegmiller, 1985) were the only 

complex flows attempted by enough modelers for different types 
of model to be compared. Key quantities are the distance to 
reattachment, and the maximum negative surface shear stress 
in the separated region ( a measure of the strength of the recircu­
lation). It has been pointed out by Jo vie and Driver (1993) 
that (-C/),nax varies strongly with Reynolds number: evidently, 
predicting it is a severe test of a near-wall model. Most methods 
underpredicted the reattachment distance Xr in both cases: for 
the step with the opposite wall inclined at 6 deg, where Xr is 
8.1ft, 13 out of 15 predictions were too low, the range being 
4.8ft to 8.95ft, while for the parallel-wall case (x, = 6.2ft) 10 
out of 11 predictions were low, the range being 4.5ft to 6.5ft. 
(~C/)n,ax predictions were scattered over a range of between 
two and three to one in both cases, most of the results for the 
parallel-wall case being low, while over- and underpredictions 
were about equal in number for the 6 deg case. A given model 
generally erred in the same way in both flows. Curiously there 
was a slight tendency for low Xr (too much mixing) to be 
associated with low ( - £/)„„,. Modelers were asked to continue 

the calculations to 32 step heights downstream of the step, to 
see how well the models predicted recovery, but computing 
costs prevented some from doing this. 

It was not possible to rank the different types of model for 
accuracy: there were good and bad examples of each. The stan­
dard (and near-standard) k, e models did badly (too much 
mixing), but Rodi and Scheuerer's "two-layer" model {k, e 
with a single equation in the wall region) was much better. 
Leschziner's family of stress-transport models produced widely 
differing predictions, especially for the 6 deg. case. The best 
results were those of the A:, a; model (computations by F. Menter 
of the Marvin group at NASA Ames Research Center), overpre-
dicting Xr by about 5 percent in each case, with ( —C/)max over-
predicted by 10 percent for the parallel-wall case and 20 percent 
for the inclined wall. The k, u model overpredicted the peak 
shear stress at JC = 32ft by 15 percent for the 6 deg wall case 
but underpredicted by 10 percent for the parallel wall case. The 
multiscale model was not tried on this flow: in thin shear layers 
it gave results close to the /:, w method and one would expect 
its advantages, if any, to appear in complex flows. 

(ill) Compressible flows. 
These included a second set of "entry" cases, requiring pre­

diction of skin friction and heat transfer in constant-pressure 
boundary layers at free-stream Mach numbers of 2, 3, 5, and 
8, with temperatures down to 0.2 of the adiabatic-wall tempera­
ture. The corresponding ' 'data'' were simply the predictions of 
the Van Driest II skin-friction formula, which is still regarded 
as an acceptable data correlation. Many of the models explicitly 
or impUcitly use the Van Driest transformation: in the inner 
layer, it is equivalent to the mixing-length formula. Some of 
the compressible flow models were evidently not intended for 
such high Mach numbers and/or low temperatures and per­
formed very badly. 

The requirement for compressible mixing layer computations 
was to plot spreading rate against convective Mach number. 
(Convective Mach number is not quite a unique parameter but 
is adequate to distinguish present-day models.) As expected, 
only models with empirically-adjusted compressibility terms 
could reproduce the observed decrease in spreading rate with 
Mach number. The status of compressible-flow modeling is 
changing rapidly at present, and warrants a full review in a few 
years' time. 

The final compressible case was a boundary layer in adverse 
pressure gradient (Fernando and Smits) at M ^̂  3. The three 
sets of results submitted for this case, from an "integral" model, 
&k, L model and a fc, e model, were all acceptably accurate; it 
seems that turbulence models calibrated for low-speed flow 
will deal satisfactorily with distributed pressure gradients at 
moderate supersonic speeds. We did not request a calculation 
of a shock/boundary layer interaction. Also, we were not able 
to find any satisfactory test case for a hypersonic {M > 5) 
boundary layer in distributed pressure gradient, and Settles and 
Dodson (1993) have recently confirmed this disconcerting gap 
in our experimental knowledge of turbulent flows. 

Complex Flows—The "August 1991" Cases. Results for 
the August 1990 cases were slow to come in, and many model 
changes were made (modelers were asked to repeat the ' 'entry'' 
test cases if they changed the model). The final set of test 
cases was sent out a year later, and comprised: a "sink-flow" 
boundary layer simulation (Spalart), run at Reynolds numbers 
approaching reverse transition and therefore a severe test of 
near-wall models; boundary layers on convex (Alving et al.) 
and concave (Johnson and Johnston) surfaces; two-dimensional 
(Castro and Bradshaw) and axisymmetric (Cooper et al.) in-
pinging "jets" (better described as mixing layers); three three-
dimensional flows, namely a swirling jet (Morse), an idealized 
swept wing (Van den Berg et al.) and a simulation of an approx­
imation to the turbulent Ekman layer (Spalart); and a "one-
dimensional" time-dependent oscillating flow (Sumer et al.). 
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These test cases were chosen to be computationally simple, 
although a full Navier-Stokes code was needed for most of 
them. Unfortunately the number of results reported for each test 
case was too small for meaningful comparisons between mod­
els. It was, however, clear that two-equation models behaved 
poorly in the more rapidly-changing flows. Stress-transport 
models gave better results but were still not good for the imping­
ing jet flows. Results for the three-dimensional cases were too 
few for any conclusions to be drawn. 

A clear conclusion is that none of the models could reproduce 
the effects of streamline curvature (curved-surface boundary 
layers, impinging jets) better than qualitatively. Evidently ad 
hoc corrections for curvature are still needed, but it is difficult 
to make them properly independent of the axes. 

Conclusions 

We have to offer the same unwelcome conclusion as that of 
the 1980-81 Stanford meeting: no current turbulence model 
gives results of good engineering accuracy for the full range of 
flows tested. That range was smaller than in 1980-81, but 
generally more demanding. 

The results confirm that models using the dissipation-trans­
port equation perform rather badly in boundary layers with 
pressure gradients, a comparatively simple class of flow: both 
here and in the backward-facing step flows, Wilcox's equation 
for w (equivalent to elk) seemed to be an improvement but it 
was not used on the final set of complex-flow test cases. 

A defect of even the highest-order (stress-transport) models 
is an inability to predict the effects of streamline curvature 
without empirical correction factors. 

A major source of confusion in comparing results for com­
plex flows was scattered predictions for simple flows; many 
models had simply not been adjusted to compute such flows 
accurately, in particular to reproduce the "law of the wall." 
The Collaboration certainly had a good influence here. Indeed, 
probably the most valuable part of the Collaboration is that the 
world's turbulence modelers have had the chance to exchange 
quantitative results and qualitative ideas, and to compare their 
models with independently-chosen test cases as a preliminary 
to applying them to predictions of real-life turbulent flows. 
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APPENDIX 1 
Further information is available in several "layers": 

1. A more detailed summary of the project, including a 
summary of the test cases, tabulated results and an address list 
for those participants who were still active at end of March 
1992, is available as an expanded version of the December 1992 
Final Report to the sponsors. 

2. Newsletters numbers 1 through 7 (total about 500 pages) 
which contain full details of the project including selected 
graphs of results as submitted by the modelers. In some cases 
more details were submitted than actually specified by the orga­
nizers, and the extra graphs are on file at Stanford. 

3. Description of the JFE Data Bank. Data distributed to 
the collaborators (but not all used) comprised: about 45 test 
cases from the 1980-81 meeting, replacements for many of 
these, five compressible flows selected from AGARDograph 
315, and a set of nine complex-flow cases including simulation 
results. A further selection of 16 test cases was made in 1992: 
the data are mainly as supplied by the originators, without edit­
ing at Stanford. The final group of 16 cases is also unedited 
but available electronically. 

Paper copies of text material (much of which was never 
available electronically) can be obtained from Bradshaw at 
Stanford University (address above): the larger items will be 
charged for at the cost of reproduction, handling and mailing 
(approx. 7.5 cents/page). Requests for information about the 
latest versions of the models, and for further information about 
the test cases, should be directed to the originators and not to 
Stanford, but Stanford can supply addresses if needed. 

A P P E N D I X 2 

The JFE Data Bank "Data Library" 

This collection of experimental data and simulation results, 
totaUing about 10MB of information, was originally made avail­
able on 1.2MB 5-\ in. MS-DOS floppy disk or 1.44MB S-j in. 
MS-DOS diskette and for convenience each set in the JFE Data 
Bank is referred to below as a "disk." All the data are in 
the public domain. The library falls into four parts, available 
separately: 

(i) Hard-copy description of the library (enlarged self-con­
tained version of this Appendix). 

(ii) The data originally distributed (on six 5j in. 1.2 MB 
disks) to modelers taking part in the Collaboration, containing 
edited data for many more cases than were actually used. Part 
(i) of the library is included as an ASCII file. 

(iii) Sixteen further selected, but mainly unedited, cases 
from the bank of undistributed data (equivalent of five 5- | in. 
1.2 MB disks). This selection is not to be regarded as a defini­
tive choice, but a set which happened to interest a particular 
expert (not one of the organizers). 

(iv) the remainder of the data bank, "as-is": communica­
tion with the originators is advised before the data are used. 

Disks 1 - 6 of the original distribution contain files which list 
the cases and contain running instructions for the more difficult 
cases actually used in the project; the data files for each test 
case contain some extra information. However the library does 
not contain full descriptions of the experiments: these are avail­
able either in the references quoted or from the experimenters. 

We distributed the data from the 1980-81 meeting (Kline et 
al., 1982) unaltered (on Disk 1 for incompressible flow and 
Disks 2 and 3 for compressible flow) and in full except for five 
very long files. These exceptions are 0411 (circular cylinder), 
0441 (stalled airfoil), 0511 (wing-body junction), 0512 
(curved duct) and 8602 (shock/BL interaction): they can be 
furnished on request. All files have the same names as the 
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1980-81 cases, with prefix "F," e.g. F0141 for 1980-81 case Disk 5 contains selected test cases from AGARDograph 315 
0141, Samuel/Joubert boundary layer. For the 1980-81 cases "A survey of measurements and measuring techniques in rap-
actually used in the Collaboration, we distributed unpacked and idly distorted compressible turbulent boundary layers'' by 
annotated data: these files are mostly on disk 4 onward, and H. H. Femholz, P. J. Finley, J. P. Dussauge, and A. J. Smits. 
have suffix "A": for example, unpacked and interpolated data The complete data are available from NASA Sci. and Tech. 
for the 1980-81 case 0141 are on file F0141A. Some of the Info. Ctr., phone (301) 621-0204, or from the AGARD National 
1980-81 cases were ignored in favor of more recent data sets Centers listed on p. 1-3 of AGARDograph 315. 
for similar configurations. These and other new cases are in the Disk 6 contains new complex flow data, from simulation and 
format supplied by the originators, but with some editing to experiment, and some edited data from 1980-81, as used in 
produce reasonable uniformity. the "August 1991" test cases. 
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Large-Eddy Simulation of 
Turbulent Flow in a Curved Pipe 
In this paper, we use Large-Eddy Simulation (LES) to compute a fully-developed 
turbulent flow in a curved pipe. The results allow us to study how the curvature 
influences the mean velocity profile and also various turbulent statistics. We find 
reasonable agreement with the few experiments that are available. Our simulation 
also allows a detailed study of secondary motion in the cross section of the pipe 
which are caused by the centrifugal acceleration due to the pipe curvature. It is 
known that this secondary motion may consist of one, two, or three circulation cells. 
In our simulation results we find one circulation cell. 

1 Introduction 

A study of turbulent flow in curved pipes is of great practical 
importance. Pipes with bends occur in almost any flow appli­
ance or equipment and for its design or operation data on the 
flow parameters are required. For instance, the increase in pres­
sure loss due to a bend must be known in order to calculate the 
total resistance of a pipeline. Furthermore, a bend disturbs the 
flow due to the generation of secondary circulations. This upsets 
the axial flow pattern and, consequently, the reading of a flow 
meter which is positioned too close to a bend. 

The flow in a bend is influenced by a centrifugal force due 
to the curvature. This centrifugal force is, in principle, balanced 
by a pressure gradient in the plane of the bend. However, near 
the wall where the velocity is small, this pressure gradient can 
no longer be balanced by the flow and, consequently, the fluid 
is forced inward, i.e., toward the center of the bend. Due to 
continuity, the rapidly moving central part of the flow is forced 
outward. The result is a so-called ' 'secondary'' flow in the plane 
perpendicular to the mean flow and we already have referred 
to this effect above. If the curvature is significant so that the 
secondary circulation sufficiently strong, the axial velocity pro­
file will be completely altered with respect to a straight pipe 
and a considerable increase in drag is observed. The magnitude 
and shape of the secondary motion depends on the Dean number 
of the flow which is defined as: 

De = K"-' Re (1) 

where K is the inverse radius of curvature non-dimensionalised 
with the pipe diameter and Re is the Reynolds number based 
on the bulk velocity and the diameter. 

An extensive amount of work has been done both on devel­
oping curved pipe flows, i.e., a flow influenced by the entrance 
length and on fully-developed flows where the flow is indepen­
dent of the entrance length. A fairly complete review has been 
provided by Berger et al. (1983) and by Ito (1987). For more 
recent studies, we refer to Azolla et al. (1986), Anwer and So 
(1993), and Anwer et al. (1989). These studies are mainly 
experimental and they report on measurements of mean velocity 
profiles, turbulent statistics, and sublayer bursting. With respect 
to numerical modelling, we can mention Patankar et al. (1974) 
who solve the parabolic Navier-Stokes equations for developing 
flow in a curved pipe using a two-equation k - t turbulence 
model. Recently, Lai et al. (1991) performed a similar computa­
tion however, with a Reynolds stress model. The parabolic 
equations used in these references are only applicable for pipes 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
March 13, 1995; revised manuscript received September 28, 1995. Associate 
Technical Editor: S. P. Vanka. 

with a very small curvature. In pipes with a dimensionless cur­
vature K" ' of, say K > 0.1, significant elliptic effects are present 
(e.g., Ito, 1987) and the parabolic equations can no longer be 
used. 

Only very few experimental investigations exist of the sec­
ondary circulation patterns in a turbulent curved pipe flow. The 
reason is that it is very difficult to measure the secondary flow 
velocities, of which the magnitude is less than 10 percent of 
the mean axial velocity (see Bradshaw, 1987). Based on the 
experimental studies carried out so far, Anwer and So (1993) 
conclude that there may be one, two, or three secondary cells 
present in the cross section of the pipe. The number of cells 
depends on the entrance length and also on the Dean and Reyn­
olds number of the flow. Anwer and So (1993) characterize the 
secondary motions in the following way: a so-called Dean cell 
is found near the pipe wall at the inside of the bend. This cell 
is directly driven by the centrifugal force and is therefore always 
present. A second cell may form near the pipe center as a 
result of a local imbalance between the centrifugal force and 
the pressure gradient. Finally, a third cell can sometimes be 
found at the outside of the bend. Its formation is attributed to 
the anisotropy of the turbulent normal stresses and their gradi­
ents. The second cell is only present in developing flow and 
the third cell is only found in a flow with a rather high Dean 
number. 

In the aforementioned study of Lai et al. (1991), in which 
a computation is performed with a Reynolds-stress model in 
combination with a near-wall correction and symmetry condi­
tions at the half plane of the pipe, one finds three secondary 
cells. The results obtained with this model agree qualitatively 
with the measurements carried out by Anwer and So (1993), 
but no quantitative comparison has been made. 

It will be clear that there are a nurnber of interesting flow 
phenomena but at the same time also a lack of detailed data for 
the problem of a curved turbulent pipe flow. Therefore, the 
objective of the present paper is to present such data with the 
aid of a LES. Our study is restricted to a fully-developed curved 
pipe flow, because in that case the in- and outflow boundary 
conditions can be approximated as periodic. Such boundary 
conditions are rather straightforward to implement in a LES 
code, whereas the correct boundary conditions for a developing 
flow are still far from being solved. 

As outcome from our LES computations, we will present data 
on the various turbulence parameters, such as the turbulence 
intensities and Reynolds stresses. In addition, we will discuss 
how these statistics are influenced by the curvature. Simulation 
results will be also given for the secondary flow patterns. 

2 Governing Equations 
The coordinate system used in the computations in a toroidal 

system (see Fig. 1). The metric of this system is given by 
Germano (1982): 
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Fig. 1 The system of toroidal coordinates defined aiong the curve s. 
The I and II indicate the two planes In which we will present our simula­
tion results. 

dx-dx = t/r' + {rdOy + (1 + Krsin eyds"- (2) 

where dr, d9, ds are the infinitesimals in the radial, tangential 
and axial direction, and K stands for the inverse radius of curva­
ture. With the metric given by Eq. (2) one can obtain the scale 
factors hi, h2, h^ (e.g., Batchelor, 1967): 

/zi = 1, /z2 = /", /J3 = 1 + Kr sin i (3) 

With these scale factors it is rather straightforward to derive all 
the terms in the continuity equation and in the Navier-Stokes 
equations (e.g., Batchelor, 1967). The governing equations are 
non-dimensionalized with as scaling variables the pipe diameter 
D, the mean friction velocity [/„., and the dimensionless time 
Dl Ujf. The mean friction velocity [/,). is here defined as 

1 r^' 
^ * " 277 J " * 

(e)de (4) 

where M,^(0) is the square root of the wall shear stress divided 
by the mass density of the fluid. 

3 Large Eddy Simulation 
Any turbulent flow consists of a range of flow scales (ed­

dies ). In a LES, the small eddies are removed from the problem 
by a spatial filtering procedure and the remaining large scales 
are solved explicitly. The filtered variables are often called the 
resolved scales, and the scales (eddies) smaller than the filter 
the subgrid scales. This filtering technique is inspired by the 
fact that large eddies are geometry or flow dependent while 
small eddies are more or less universal, i.e., geometry indepen­
dent. Therefore, a model for the small scales (the so-called 
subgrid model) can be formulated, which may not depend 
strongly on the flow geometry. Moreover, the energy in the 
subgrid scales is small by definition so that even a not com­
pletely correct subgrid model will have only minor influence 
on the large scales. 

Every flow variable is subdivided in a resolved and a subgrid 
contribution according to if/ = iji + if/". The overbar denotes 
the filtering and the double prime the subgrid scale. To obtain 
an equation for the resolved variables, we apply the filter proce­
dure to the Navier-Stokes equations with as result: 

du 
+ v-(nn) = -VP + v-T - v-T,g. (5) 

where u is the velocity vector with components («, u, w). We 
find that the filter procedure applied to the momentum equations 
leads to an additional stress tensor TJ^J. This stress is a new 
unknown in the equations and therefore needs to be modeled. 
This is denoted as the subgrid model. Here, we shaU use the 

most simple subgrid model which is based on the assumption 
of gradient transfer. In that case the subgrid stress tensor is 
related to the (resolved) deformation rate tensor, e,j = 
fidlTildxj + dlTjIdXi) by 

r,s,, = 2i/,eu (6) 

where v, is the turbulent viscosity. Application of Eq. (6) re­
quires an expression for v,. Here we will use the well-known 
model of Smagorinsky for which v, is related to the resolved 
motions by: 

V,={CA)^^. i.1) 

where A is a characteristic grid spacing, and C, is the Smagorin­
sky constant. The standard Smagorinsky model does not reduce 
the subgrid viscosity to zero at the wall as it should be, because 
the Reynolds stress is exactly zero at the wall. Therefore a 
damping function is required near the wall. Here we apply the 
van Driest damping function (PiomeUi et al., 1988) given by 

C,A := C,A[1 - exp(-y+/26)] (8) 

where y'^ = Us^ylv is the dimensionless distance to the wall 
based on the local friction velocity. This distance y* is not 
known a priori because we have only fixed the mean frictional 
velocity (C/^:), and not the local frictional velocity («,[.). There­
fore, we have to calculate the local wall friction «„, at every 
position 9 and at every time step. Recently more sophisticated 
models have been developed for the near-wall region. These 
are based on the dynamical model of Germano (see for instance 
Ghosal et al., 1995). However, previous simulations of fully-
developed straight pipe flow with the Smagorinsky model and 
the van Driest damping function have shown good agreement 
with experiments (e.g., Eggels 1993). Besides this the Smagori­
nsky model (with damping) is much cheaper than the dynamic 
model. Therefore, we will use this simple model also in this 
case. 

As already mentioned above, the background of the Smagor­
insky subgrid model is the gradient transfer hypothesis or K-
theory. From turbulence modeling we know that models based 
on A'-theory do not perform well in flows with curved stream­
lines. This may perhaps lead one to expect that a Smagorinsky 
subgrid model is not applicable for LES of curved pipe flow. 
However, Eggels et al. (1995) show that a LES with the Srna-
gorinsky subgrid model correctly predicts the large scales in a 
rotating pipe flow for which standard AT-theory is also totally 
inappropriate. As we have argued above, the explanation for 
this success is that the details of the subgrid model, even if they 
are not correct, do not strongly influence the large scales be­
cause the energy of the subgrid scales is small compared to the 
energy of the large scales. Therefore, we are confident that in 
our case the Smagorinsky model can be applied to curved pipe 
flow without much adverse effect on the simulation of the gen­
eral characteristics of the flow. 

4 Numerical Model and Computation 
In this s^tion, we give an outline of the numerical method. 

We use a finite volume method (FVM) on a staggered grid to 
discretize the spatial derivatives and source terms in the continu­
ity and momentum equations. 

The advective part of the Navier-Stokes equations is inte­
grated in time with an explicit Leap-Frog scheme in radial and 
axial direction. In the tangential direction we have used an 
implicit Crank-Nicolson scheme. The viscous terms in the Na­
vier-Stokes equations are integrated with an Euler forward 
scheme. 

The pressure correction method is applied to ensure the in-
compressibility condition. This involves the solution of a dis­
crete 3-D Poisson equation. Due to the complexity of the geom­
etry, a standard fast Poisson solver cannot be used. Therefore, 
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we use a solver which uses a Fast Fourier Transform (FFT) in 
the axial direction. This reduces the 3-D Poisson equation to 
Â , 2-D discrete Helmholtz equations, where A'̂  denotes the num­
ber of gridpoints in the axial direction. The 2-D Helmholtz 
equations are solved with a Conjugate Gradient method. The 
solutions of the Helmholtz equations are then transformed back 
with a FFT to the physical space, which yields the pressure. 

4.1 Boundary Conditions and Farcing. At the in- and 
outflow cross section we apply periodic boundary conditions 
for the velocity and pressure variables. These boundary condi­
tions can only be justified when the computation domain in the 
axial direction is larger than the integral length scale of the 
turbulence, i.e., the streamwise correlation should become small 
over a distance equal to half the computational domain. In the 
tangential direction all variables are periodic by definition. For 
the velocity components at the pipe wall we do not use a wall 
function, which is a rather controversial issue especially in com­
plex flows. Therefore we directly apply the no-slip boundary 
conditions. This can be done when the first grid point is placed 
sufficiently close to the wall, i.e., within the viscous sublayer, 
and this is accomplished by a nonuniform grid in the radial 
direction. At the centerline we ensure continuity of the velocity 
components by imposing artificial conditions which are based 
on interpolation across the centerline. In addition, the term dul 
66 in the T^e-stress component is set to zero at r = 0. For the 
pressure we use, beside the periodic boundary conditions at 
the in- and outlet, Neumann boundaries at the pipe wall and 
centreline. 

The flow is forced in the axial direction by means of an 
external pressure gradient V P . This pressure gradient must bal­
ance the viscous friction at the pipe wall and can be estimated 
from a simple force equilibrium 

AP , t / i 
-VP = - -— = 4/3 - S 

As D 
(9) 

where /S.s is a distance along the pipe centreline. 

4.2 Computational Details. The length of the pipe along 
the axial coordinate s is taken to be 6.5 pipe diameters. The 
Reynolds number, based on the mean friction velocity and pipe 
diameter, is chosen to be 2000. The numerical grid has 40 
points in radial, 114 points in tangential and 200 points in axial 
direction. As mentioned in the previous subsection the grid 
spacing in the radial direction is nonuniform. Also a run on a 
much coarser grid (32 X 80 X 100) has been carried out to 
check the effect of grid refinement and the influence of the 
subgrid model. 

The computations are carried out on a Cray-C90 supercom­
puter. The simulations were started from a velocity profile for 
fully developed straight pipe flow with small random perturba­
tions superimposed. The computations, in principle should be 
extended sufficiently long so that results are independent of 
the initial conditions. In our case we took four characteristic 
timescales D/f/*, which may seem to be somewhat short espe­
cially when compared with standard pipe flow, where the tran­
sients from the initial conditions are noticeable for a long time. 
In the curved pipe case the flow is strongly mixed by\he second­
ary flow so that the transients from the initial conditions disap­
pear faster than for the case of a straight pipe. As a result the 
bulk velocity becomes stationar after 2.5 timescales.' 

After the 4 timescales 40 data-fields are collected separated 
in time, with equal intervals, over 4 additional timescales Dl 
U^. One may wander whether these forty fields generate enough 
independent samples to obtain stable statistics, especially be­
cause apart from time averaging there is only one homogeneous 

' A typical size of an eddy in pipe flow is 0.1Z) and tile timescaie of this eddy 
is equal to 0,1 D/U^, two timescales correspond thus with twenty large eddy 
turnover times. 

direction available over which can be averaged. Therefore, some 
statistical scatter in the results should be expected. One com­
plete run with the finest resolution mentioned above, takes ap­
proximately 60 CPU-hours (Cray-C90). 

5 Results 

In Table 1 several mean quantities obtained from the LES 
are listed for three different simulations with K = 0, K = 0.01, 
and K = 0.05, respectively. 

It is clear that the flow rate decreases with increasing curva­
ture. This could be expected because in principle increasing 
curvature implies increasing secondary circulation and conse­
quently increasing drag. However, we have fixed the external 
pressure gradient or the mean wall shear stress so that drag 
increase in this case shows up as a decreasing bulk velocity. 
The friction factor obtained from the standard pipe flow simula­
tion, i.e. K: = 0 is in reasonable agreement with the value pre­
dicted by the Blasius correlation: Q ^ = 0.0791 Re;°-^\ The 
small difference between computed friction factor and the Blas­
ius equation is caused by a too large value of the subgrid eddy 
viscosity or a too small damping near the wall as explained by 
Eggels (1993). The friction factors obtained from the simula­
tions with K > 0 are clearly larger than the value for the straight 
pipe as one would expect. 

In Fig. 2, we show the mean velocity profiles obtained from 
the simulations A, B, C, D in two different planes (plane I and 
II in Fig. 1). Before we discuss these velocity profiles in more 
detail, we will consider the effect of the grid size and the Sma-
gorinsky coefficient on our results. Both in Table 1 and Fig. 2, 
we give some results obtained from run D which is computed 
with a much lower resolution than run C. The differences be­
tween the results of run C and D are very small and therefore 
we expect that the resolution of run C is high enough to obtain 
grid independent solutions. Moreover, a run with a somewhat 
lower value of the Smagorinsky coefficient (Q = 0.08) has 
been carried out showing again only minor differences. Also a 
run without the subgrid model has been carried out (results not 
shown) for the case K = 0.05, resulting in an oscillating solution 
with a much too high bulk velocity (20 percent higher than the 
value predict by the Blasius correlation for a straight pipe). 
This clearly underlines the necessity of a subgrid model. 

Let us continue with a discussion of the velocity profiles of 
Fig. 2. We first consider the velocity profile in a plane perpen­
dicular to the plane of curvature (plane II). This profile is 
symmetric with respect to the pipe centreline and has its velocity 
maximum near the pipe wall. For this velocity profile the differ­
ence between the straight and the curved pipe flow is on the 
average rather small. Next, we consider the velocity profiles in 
the plane of curvature (plane I) . The maximum of the axial 
velocity is shifted in simulations B and C to the outside of the 
bend. The difference between the velocity profiles for a straight 
and curved pipe flow is very large at the inside of the bend, 
even for the small value K = 0.01. This large effect of a rather 
small curvature is also observed by Moser and Moin (1987) in 
curved channel flow. 

From Fig. 2, it becomes also clear that the velocity gradient 
dw/dr at the outside wall is much larger than at the inside wall. 
Therefore, the viscous sublayer (y < Sy"^) which is proportional 
to 1/Trs "̂  (dw/dr)~' must be thinner at the outside than at the 
inside of the bend. This nonuniform thickness of the viscous 
sublayer has some consequences for the accuracy of the numeri­
cal calculations. The calculations are started with a computa­
tional grid which has two gridpoints in the region 0 < y < 5vl 
U^, i.e., two gridpoints in the "initial" viscous sublayer, which 
is in general enough for LES of wall bounded flows. When the 
flow reaches the fully developed state, the sublayer thickness 
at the outside is approximately 3.5vlU^, which implies that 
there is only one grid point in the viscous sublayer. It will be 
obvious that the numerical accuracy of the simulation is some-
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Table 1 Some quantities obtained from the LES. The Â  denotes the number of gridpoints, Rê , = VsfDIv the Reynolds 
number based on the mean friction velocity, K the dimensionless inverse radius of curvature, {W) the bull( velocity, Rê , 
= {W)Dlv the bulk Reynolds number, De the Dean number, CflCtu,, the friction factor normalised with the Blasius value 
and Cs the Smagorinsky constant 

N 

Re,, X 10"' 
K 

(W)IU^ 
Re,, X 10^' 
De 
C/lCjiia, 

Q 

A 

40 X 114 X 200 

2.0 
0 
19.06 
38.120 
0 
0.97 
0.10 

B 

40 X 114 X 

2.0 
0.01 
18.88 
37.760 
3776 
0.98 
0.10 

200 

C 

40 X 114 X 200 

2.0 
0.05 
18.42 
36.840 
8240 
1.03 
0.10 

D 

32 X 80 X 

2.0 
0.05 
18.46 
36.920 
8256 
1.03 
0.10 

100 32 

E 

X 80 X 100 

2.0 
0.05 
18.61 
37.220 
8320 
1.02 
0.08 

what affected by the low resolution in the viscous layer at the 
outside of the bend. It is also clear that the resolution at the 
inside of the bend, where the depth of the viscous sublayer 
measures Sv/Ujj,, will be increased with respect to the straight 
pipe. 

In Fig. 3, we have plotted the axial velocity profiles at several 
tangential positions in the upper-half plane using "law of the 
wall" coordinates, based on U^. Furthermore, the logarithmic 
velocity profile for a fully developed flow W = 2.5 In (7"^) + 
5.5 is also shown. We should mention here that for a straight 
pipe Eggels (1994) has already shown that the LES results 
agree well with this logarithmic profile. However, for the curved 
pipe the differences between simulation results and the standard 
logarithmic law are striking. These differences occur not only 
in values of the velocity but also in the slope of the curves. 
Only the profile at the inside wall, i.e., 0 = 180 deg, has the 
same slope as the standard logarithmic profile but with a differ­
ent constant. In Fig. 4 the same profiles as in Fig. 3 are plotted, 
but now using the local «„, as a scaling variable instead of C/*. 
This figure shows that all profiles are more or less linear in the 
viscous sublayer, i.e. w = y'' holds. This means that, in view 

Fig. 2 The mean axial velocity profiles in two different planes (see Fig. 
1). The left figure is for run B, i.e., obtained with an inverse radius of 
curvature K = 0.01. The right figure is for run C (lines) and run D (symbols) 
with K = 0.05. 

of the points mentioned above, the numerical resolution in the 
viscous sublayer seems to be fine enough to resolve this layer. 

In Fig. 5, a contour plot is given of the axial velocity for 
both K = 0.01 and K = 0.05. This figure illustrates clearly that 
the flow is symmetric about the y-axis (Fig. 1) and that the 
fluid velocity at the inside of the pipe is relatively low. The 
regions with high velocity at the top and bottom of Fig. 5 are 
caused by the secondary motions to be discussed in the next 
section. 

5.1 Secondary Motion. In the introduction, we have ex­
plained that the centrifugal force causes a secondary motion in 
the cross-plane of the pipe. In this section we will investigate 
this motion. In Fig. 6 we have plotted the tangential velocity 
profiles in the upper-half plane of the pipe. The tangential veloc­
ity has a large positive value (counter clockwise) near the pipe 
wall and a rather small negative value (clockwise) near the 
centreline. Thus, near the wall the flow in the cross-plane is 
moving from the outside to inside of the bend and in the opposite 
direction near the centre. The tangential velocity near the wall 
advects the axial velocity and this explains the maxima in the 
axial velocity at the top and bottom of Fig. 5. 

In Fig. 7, the radial velocity profile is plotted in the plane of 
curvature (I) for the two values of K. This figure shows that 
the radial velocity has a high value at the inside of the bend 
and a relative low value at the outside. This decrease in the 
absolute value of radial velocity from the inside to the outside 
of the bend can be explained as follows: the centrifugal forces 
due to the axial velocity are partly balanced by a radial pressure 
gradient, i.e., the pressure is high at the outside of the bend and 
low at the inside. Therefore, along plane I (see Fig. 1.) the 
radial velocity is against the pressure gradient and consequently 
will decrease in strength. 

In Fig. 8, we have plotted the stream function of the second­
ary motion for /< = 0.01 and K = 0.05. We observe two strong 
vortices near the inside of the bend. These are the Dean vortices 

J^ .̂ " 
.'•'/''•V , . ' • ' 

^ ^ ' . - < ? - ' ^•' 180° - — 
^-i^.'.^f..-"'.'•' 2.51n(v)+6.6 - • -

^ . . - • • • • '—;: - • ' • ( 1 = 0 O 

^^i 

y 

_ 

~ 

Fig. 3 The mean velocity profiles (run B) in the upper half-plane, for i/> 
- 0,45,90,135,180 deg, in wall coordinates using mean friction velocity 
U« as velocity scale. The straight line is the logarithmic approximation 
\N = 2.5 In (U« (D/2 -r)/p) + 5.5, and the symbols denote the axisymme-
tric profile obtained from run >t for K = 0. 

Fig. 4 The mean velocity profiles (run B) in the upper half-plane, for <̂  
= 0, 45, 90, 135, 180 deg, in wall coordinates using the local friction 
velocity u^ as velocity scale. The linear profile valid in the viscous 
sublayer Is also given. 
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LEVELS 

Fig. 5 Contour lines of the mean axial velocity. The left figure is for K 
figure for K = 0.05. In both case the outside of the bend is to the right. 

0.01 and the right 

0.2 0.3 
r/D 

Fig. 6 The tangential velocity profiles at an angle it> = 45, 90, and 135 
deg, for K = 0.05 
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Fig. 7 The radial velocity in plane I. The jump In the profile at rID = 0 
is caused by our definition of the radial velocity (from the centre to the 
wall) and a net flow across the centre will thus chance sign. The flow Is 
thus everywhere from the inner to the outer wall. The solid line is for K 
= 0.01 and the dashed line for K = 0.05 (the outside of the curvature Is 
to the right). 

that we mentioned in the introduction. The figure also shows 
that the secondary motion is very strong near the inner wall, 
i.e. at (̂  « 40 — 160 deg (see Fig. 1), and at the symmetry 
plane near the inside of the bend. At the outside of the bend 
the secondary motion is rather weak. 

5.2 Turbulence Statistics. In the previous section, we 
have presented numerical results for some mean flow quantities. 
In this section, we will turn to turbulence statistics. In Fig. 9, 
we have plotted the rms-values of the three velocity components 
in the plane of curvature (plane I) , nondimensionalized with 
the mean friction velocity U)f,. For comparison, we have plotted 
in the same figure the rms-values for a straight pipe flow. This 
figure shows that for the axial or streamwise component the 
turbulence intensity near the outside wall is slightly higher than 
at the inside wall. Moreover, it seems that in comparison with 
the results for the straight pipe, the turbulence intensity at the 
outside wall is also somewhat larger. The reverse holds for the 
inside wall. This effect becomes larger for increasing curvature. 
For the tangential and radial components the opposite occurs, 
i.e., the rms data with respect to the values for the straight pipe, 
are higher at the inside than at the outside of bend. The same 
behavior of these rms-values is also observed in curved channel 
flow by Moser and Moin (1987). 

For completeness we have also included the axial or stream-
wise rms-profile obtained from run D which shows only minor 
differences with the results of run C. This again confirms our 
earlier conclusion that the results obtained at the highest resolu­
tion may be sufficiently grid-independent. 

The profiles of the rms-values of the three velocity compo­
nents in plane II, i.e., the plane perpendicular to the plane of 
curvature, are plotted in Fig. 10. For the axial component, the 
rms-profile for the K. = 0.01 case is almost equal to the result 
for the straight pipe with only a rather small difference in the 
core region. In contrast, the results for K = 0.05 show a much 
larger difference between the straight and curved pipe. In the 
case of K = 0.05 the maximum of the axial rms is decreased 
by 25 percent compared with the K = 0.01 case. Figure 10 also 

LEVELS 

O.OOl 

a. on 

Fig. 8 Contour plot of the stream-function x °f the secondary motion. The left figure Is for 
K = 0.01 and the right figure for K = 0.05 (the outside of the curvature Is to the right). 
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Fig. 10 The rms-values of the three velocity components in plane II, scaled with (/«. The left 
figure is again for K = 0.01 and the right figure for K = 0.05. The symbols denote the rms-values 
for a straight pipe. 

shows that the radial velocity has a rather large rms-value in 
the core and near wall region compared with the result for the 
straight pipe flow. 

Finally, in Figs. 11 and 12 we have plotted the Reynolds 
stresses {u'v'),{u'w') and <t;'w') in the planes II and I, respec­
tively. The (M 'w') and the (v 'w') are the important components 
of the Reynolds-stress in plane 11, in contrast to straight pipe 
flow where only the (M'W'> stress is important. In plane I, 
shown in Fig. 12, the Reynolds-stress components {u'v'} and 
{v'w') are small, whereas the <M'W') term is quite large. This 
behavior of the Reynolds stress components can be qualitatively 
explained in the following way: let us consider the averaged 
equation for the Reynolds stresses in the axial direction which 
reads: 

-^(-^[rh^iu'w')] + -^AhAv'w')] 

~ (~ [M3r„] + ^ [/j,T,,] ) + 0(T„) (10) 
r/i3 \dr dO 

where we have assumed that the source terms are small com­
pared to the other terms in the equation. In plane II both Reyn­
olds-stress components in the equation above can balance the 
viscous stresses T „ and T^ . In the plane of curvature, i.e., the 
symmetry plane d/d6 is zero and therefore the Reynolds stress 
component {u'w') is the only component which can balance 
the viscous stress Tr,,. 
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in both cases the results are scaled with the bullc velocity (W). 

6 Comparison With Experiment 
In this section we will compare the results from our simula­

tions with the experimental data obtained by Adler (1934). 
Two measurements are available, one with a bulk Reynolds 
number of 8.5 10' and one with a bulk Reynolds number of 
11.8 lO-*. The inverse radius of curvature K is 0.02 and 0.01, 
respectively. The Dean number of the high Reynolds number 
experiment is equal to 1170 and we may not expect good 
agreement with the simulations reported in the previous section 
because these are representative for a higher Dean number as 
apparent from Table 1. Therefore, we have carried out a simula­
tion with exact the same curvature and approximately the same 
Reynolds number (Re* = 750) as in the experiments of Adler 
(1934). Furthermore, we have decreased the Smagorinsky con­
stant to Cs = 0.07 which in view of previous studies is required 
in order to perform a LES at a rather low Reynolds number. In 
this case we have used the damping function proposed by Hori-
uti (1992) instead of the van Driest function, because this damp­
ing function has been found to give better results for low Reyn­
olds number flows than the Van Driest damping function. In 
Fig. 13 the mean axial velocity profiles obtained from experi­
ment and simulations are plotted. 

The agreement between experiment and simulation is quite 
good, especially in the core region. Near the wall there are some 
small differences between numerical and experimental data. 
This difference may be caused by an improper subgrid modeling 
near the wall as discussed by Eggels (1993). However, we can 
also not rule out possible experimental errors. Although the 
comparison is rather limited, it is nevertheless quite satisfactory. 
This gives us confidence in the results presented in the previous 
sections for which no experimental data are available. 

7 Conclusions 
The main objective of this paper has been to investigate the 

turbulent flow in a curved pipe. In particular, we have consid­
ered the secondary flow patterns which have also been observed 
experimentally. From our results, it follows that these secondary 
circulations can indeed be predicted with a LES. We have found 
that the secondary flow patterns consist of two strong counter 
rotating vortices near the inside of the bend which are driven 

by the centrifugal force. These cells are ordinary Dean cells, 
which are also present in a laminar curved pipe flow. 

Our simulations also show that the turbulence intensities are 
enhanced at the outside of the bend and suppressed at the inside, 
which is consistent with observations in a curved channel flow. 
Furthermore, it is shown that the turbulent Reynolds stresses 
are large in the core region of the pipe, in contrast to straight 
pipe flow where the Reynolds stresses are small in this region. 

The results of our simulations for the mean profile agree well 
with experimental observations. A more extensive comparison 
is not yet possible because there is not enough experimental 
data available, e.g., on the turbulent statistics. Nevertheless, this 
perhaps somewhat limited verification shows in our opinion the 
usefulness of LES to study these complicated flows. 
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A New Low-Reynolds-Number 
k-e Model for Turbulent Flow 
Over Smooth and 
Rough Surfaces 
A new low-Reynolds-number k-e model is proposed to simulate turbulent flow over 
smooth and rough surfaces by including the equivalent sand-grain roughness height 
into the model functions. The simulation of various flow experiments shows that the 
model can predict the log-law velocity profile and other properties such as friction 
factors, turbulent kinetic energy and dissipation rate for both smooth and rough 
surfaces. 

Introduction 
Low-Reynolds-number k-e models are being used increasingly 

in engineering analysis for their applicability to a wider range of 
flows compared to their high-Reynolds-number form. However, 
with the exception of Tarada's model (1990), existing low-Reyn­
olds-number k-e models only deal with the smooth wall. The only 
low-Reynolds-number k-e model accounting for roughness, the 
form-drag formulation of Tarada, requires detailed knowledge of 
the shape and distribution of the roughness elements, which is 
difficult to determine in engineering applications. Simpler models 
use a single roughness parameter based on the traditional assump­
tion that the aerodynamic characteristics of a rough surface may be 
characterized by a single parameter called the equivalent sandgrain 
roughness height /i., (SchUchting, 1936). However, the existing 
equivalent sandgrain roughness models are based on the mixing-
length assumption and are not suitable for compUcated flows. 

This paper will develop a new low-Reynolds-number k-e 
model that is valid for both smooth and rough surfaces by 
incorporating the equivalent sandgrain roughness height into 
the model functions. The proposed model will then be applied 
to various experiments. 

Existing Turbulence Models 

Low-Reynolds-Number k-e Models (Smooth Wall). The 
equations for the low-Reynolds-number k-e model may be writ­
ten as: 

dk „ dk 
— + Uj — 
dt ' dxj 

v,\ ^k^ dUi (dUi dUj\ 
, , 1^ + — ] — } + f, — - I — - + ^ - e (1) 

dxi [\ Ok I dXj] dxj \ dxj oXj j 

be_ 

dt dXj dXj [\ OcJ dXj J 

^ ^ edUjdUi dUj\ ^ ^ e^ , ^ , 

k dXj \ aXj OXj I k 

V, =fi,CJc^le (3) 
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The constants C^, C\, C2, Oi^, a^ and model functions/i,/a and 
/p differ for different models (Patel, 1985; Nagano and Hishida, 
1987; Myong and Kobayashi, 1991). 

Rough Surface Turbulence Models. Existing rough sur­
face models can be classified into equivalent sandgrain 
roughness models and topographic form-drag models. The earli­
est equivalent sandgrain roughness model was proposed by van 
Driest (1956): 

V, = {FKyYidUldy) 

F = l - e x p ( - ^ + exp -2 .3 
ht 

(4) 

(5) 

The effect of damping function F for smooth wall flow is to 
reduce the turbulent viscosity when y "̂  is very small. For a rough 
surface, the viscous layer is reduced since turbulent mixing is 
more vigorous. Van Driest suggested that this effect could be 
obtained by reducing the amount of damping and hence the 
third term was added to Eq. (5) . Krogstad (1991) modified the 
van Driest damping function and was able to reproduce the 
correct log-law shift for large roughness. His formulation is: 

^).exp(-^(20y 
26^ ^ \ 26 \htj 

F = 1 exp 

x J l + e x p ( - P ) (6) 

The existing equivalent sandgrain roughness models are usually 
mixing length type and can only be used for very simple flow 
situations. 

One topographic model is the discrete element roughness 
model of Taylor et al. (1985, 1988) which includes surface 
roughness form drag and blockage effects into the momentum 
equations. Another topographic model is Tarada's (1990) low-
Reynolds-number ^-e model, which adds sink and source terms 
to the equations for momentum, k and c, respectively. Those 
terms depend on roughness topographic parameters and another 
complementary roughness drag coefficient model. Because of 
the complexity of characterizing stochastic roughness, topo­
graphic models are difficult to use in engineering application. 

Development of New Turbulence Model for Smooth 
and Rough Surface 

Formulation of/^. The role of/^ in low-Reynolds-number 
k-e model is similar to van Driest's damping function. In order 
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proposed model 
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Fig. 1 Variation of function f^, with wall distance 

y 

that u, vanishes near smooth wall, /^ must approach zero when 
y'^ goes to zero. For a rough wall, the viscous region is reduced 
because of more vigorous mixing caused by roughness and the 
amount of damping should be less. This can be achieved by 
adding a roughness term to the smooth wall /^ formula: 

/̂ , = 1 - exp + gi(h^) exp -^^fr) (7) 

The function g\(ht) is zero for smooth wall and positive for 
rough wall. Its form will be derived later. Ai and n are deter­
mined by fitting /^ to the smooth wall experimental data on /^ 
(Pateletal. 1985): 

A, 42, n = 2 (8) 

The smooth wall /^ function is plotted in Fig. 1 against the 
experimental data and other model results, including LB (Lam 
and Bremhorst, 1981), LS (Launder and Sharma, 1974), RE 
(Reynolds, 1976), HO (Hoffmann, 1975), DM (Dutoya and 
Michard, 1981), HP (Hassid and Poreh, 1978), CH (Chien, 
1982), and NA (Nagano and Hishida, 1987). 

Formulation of/i and/a. The function/, should be unity 
far from wall and have larger values near wall in order to 
increase e and to decrease k and thereby to reduce turbulent 
viscosity i^,. To get an idea how/i varies with y^, let us look 
at the/i formulation of Lam and Bremhorst (1981) 

10- 10" 10' 10' 10̂  ^ 

Fig, 2 Velocity profile In smooth pipe at Re = 41667 

/ , = 1 + (0.05//^)^ (9) 

For the smooth wall, from Eqs. (7) and (8) 

/^ = 1 - exp( - (y+ /42) ' ) ^ (y^)^ when y+^ 0 (10) 

Substituting the above relation into Eq. (9), we obtain 

/ i = 1 + constant/()'-')' (11) 

In the above equation,/) becomes infinity when y* ^ 0. To 
avoid this problem, y* is replaced with 1 + y"̂  and the /i 
formulation becomes 

/, = 1 + (A,/(l +y^)r (12) 

The effect of surface roughness on /i is opposite the effect of 
smooth wall. Surface roughness will increase the turbulence 
level and reduce the dissipation rate. The increase in /i should 
be less near a rough wall compared to a smooth wall. Therefore 
a roughness function modifier is added to Eq. (12) and final 
form of/i is 

/i = 1 + g2(h:)(A,/{l + y"-))' (13) 

The roughness modifier g2{ht) should be decreased for increas­
ing h'^ with the value of 1 at / j ^ = 0. Its formulation will be 
derived later. 

The /2 formulation developed by Lam and Bremhorst (1981) 
is adopted in the current model without change. 

/2 = 1 - exp(~/f?) (14) 

Model Constants and Roughness Functions. The con­
stants C^, Ci, C2, CTj, and u^ are the same as in the standard k-
e model of Launder and Spalding (1974) 

Nomenclature 

A|, A2, A3 = constants in proposed 
model functions 

b = half height of channel (or 
duct) 

C,, C2, C^ = turbulence model constants 
Cf = friction factor = Tj\pUl 
d = hydraulic diameter 
F = van Driest damping func­

tion 
fi^f2,ffi = turbulence model functions 

gi, gi = roughness function in the 
proposed model 

h,, = equivalent sandgrain 
roughness height 

hs = nondimensional roughness 
height = h,v*lv 

k = turbulent energy 
Z:̂  = dimensionless turbulent en­

ergy = A:/v*^ 

U, 

U,V, 

n = constant in the proposed /^ 
function 

p = cross-sectional averaged 
pressure in a duct 

p' = pressure variation in a cross-
stream direction 

Re = Reynolds number = U,,d/i/ 
R, = turbulence Reynolds number 

= k^ve 
t = time 

f/"̂  = nondimensional velocity = 
UIV* 

Vh = bulk mean velocity in a duct 
Uj = tensor notation for velocity 

components 
W = mean velocity component 
w* = shear velocity = iT„lp 

X = streamwise coordinate in a 
duct 

Xi, Xj = tensor notation for space coordi­
nates 

y = normal distance from wall 
y* = distance from wall defined as = 

yv*lv 
z = coordinate in the channel cross-

section 
AiS = velocity shift for rough wall 

e = turbulent dissipation rate 
e * = dimensionless turbulent dissipa­

tion rate = eu/v*'^ 
K = von Karman constant = 0.41 
V = kinematic viscosity 
Uj = turbulent viscosity 
p = fluid density 

cTj. = diffusion Prandtl number for tur­
bulence energy 

(Tj = diffusion Prandtl number for dis­
sipation rate 

r,„ = shear stress at the wall 
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Fig. 5 Friction factor for smootli pipe 

Re 

au = 1.0, a, = 1.3, 

C, = 1.44, C-, = 1.92, C^ = 0.09 (15) 

A3 is determined by calculating smooth wall circular pipe 
flow. In that case, gi(hs) = 0 and g2(h^) = 1, the roughness 
term in Eq. (7) drops out and A3 becomes the only unknown 
constant. A series of A3 values are used and the resulted friction 
factors are compared with the classical Prandtl-Karman-Nikur-
adse's correlation (von Karman, 1934) of the experimental data 
for fully-developed smooth-wall circular pipe flow: 

1 / V Q = 1.7372 In(ReVQ) - 0.3946 (16) 

The best value found is A3 = 9.2. 
A2 is determined by first setting gi = 1, g2 = 1 and then trying 

to best predict the traditional rough-pipe formula of Colebrook 
(1939): 

9.35 1 / / ! + 
- _ = 3,48 - 1.7372 In — + — r = 
VC. \ R e ReVC 

dlJ dV_ dW _ 

dx dy dz 

^aw „aiv „aw 
U + V + W : 

dx dy dz 

(17) U-- + V—-

(20) 

^dU ,dU „ , 5 [ / 
U— + V—- + W — 

dx dy dz 
dp d (^ dU\ d I, dU\ ,^,, 

,,dv „5v „, ay dp' d (, dv 
dx oy dz dy dy \ dy 

+ £ ( ( ^ + ^ , ) ^ | (22) 

dp' 3 / dW 

dz 5y \ Sy 

The best selection is A2 = 25. 
The two roughness functions g\(h^) and giiK) are kept 

unity in the above process and the predicted friction factor 
is very poor compared to Colebrook's formula. For a better 
prediction, different values should be used for different h*. 
Starting from h^ = 5, a. large number of gi and g2 values are 
tested and the final selection is given to the one that best predicts 
Colebrook's formula for that roughness. This process is repeated 
for ht = 10, 20, 30, . , . 1000 and the g, and gz values are 
obtained for all those roughness heights. The final results can 
be expressed as the following functions 

dz 

cross area 

The boundary conditions for k and e are: 

+ ̂ f ( . H - . , ) ^ ) (23) 

y = 0: k = 0 e = p 
d^ 

dy' 

(24) 

(25) 

«iv 1 2 0 0 

1 
giiht) = exp -

0.1 + I M ; 

(18) 

(19) 

Numerical Procedure 
The governing equations for a straight duct flow (Patankar 

and Spalding, 1972) are: 

Velocities are set to zero on the wall and the distribution of 
variables are prescribed at the duct inlet according to the actual 
flow condition. The SIMPLER algorithm of Patankar (1972, 
1980) is used for solving the governing equations. 

Results 

The proposed model is tested against experiments including: 
smooth and rough wall fully developed flow in circular pipe; 
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Fig. 7 Turbulence kinetic energy near smootli wall 

smooth wall developing and fully developed flow in the square 
duct; smooth and rough wall fully developed flow in the rectan­
gular channel. 

Figure 2 compares the predicted velocity profile in smooth 
pipe with the universal log-law and sublayer profiles (White, 
1991). The agreement is excellent in both regions. 

Figure 3 shows that the model predicts a logarithmic velocity 
profile at large y^ 'm rough pipe. The line is parallel to the 
smooth wall log-law line with a shift of AB. 

Figure 4 compares the predicted log-law velocity shift AB 
with data (Prandtl and Schlichting, 1934; Colebrook and White, 
1937; Bandyopadlyay, 1987; and Hama, 1954) for various 
roughness. The prediction is within the data scatter. 

Figure 5 compares the predicted friction factor Cf with classi­
cal Prandtl-Karman-Nikuradse correlation (von Karman, 1934) 
for smooth pipe. The agreement is very good for all Reynolds 
numbers. 

Figure 6 compares the predicted C/with classical Colebrook's 
(1939) formula for rough pipe at various Reynolds number and 
roughness height. The largest error is 10 percent with underpre-
diction for low Reynolds numbers and overprediction for the 
high. The prediction is better for smaller roughness height. 

Figure 7 compares the predicted near wall turbulent kinetic 
energy with data (Coles, 1978; El Telbany and Reynolds, 
1981). The calculation is for smooth pipe at Re = 41,667. The 
prediction lies in the middle of the data which has large scatter. 

Figure 8 compares the predicted turbulence dissipation rate 
with data (Coles, 1978; Laufer, 1954). The prediction lies in­
side the data cloud. 

Figure 9 compares the predicted friction coefficient Cf with 
data (Hartnett et al., 1962; Lund, 1977) for fully developed 
flow in square duct. The error is less than 10 percent. 

Figure 10 compares the predicted velocity profiles with data 
(Gessner et al., 1979) at three streamwise locations for devel­
oping flow in square duct entrance. It shows a good agreement 
at xld = 8, however the agreement deteriorates at downstream 
locations at xld = 84 because secondary flow is not considered 
in the current model. 

Figure 11 compares the predicted friction factor with data 
(Zhang, 1993) in the rectangular channel of width to height 
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Fig. 9 Friction coefficient for square duct 

ratio 5.5. The prediction for smooth wall is very good for lower 
Reynolds numbers but 4 percent higher for the highest Reynolds 
number. The error for rough wall is 5 percent for hjd = 0.0036 
and 8 percent for hJd = 0.0053. 

Figures 12 shows the velocity profile along the shorter sym­
metrical line of a rectangular channel with y'^ representing the 
nondimensional distance from the wider wall of the channel., 
The predicted profile has the correct slope except slight overpre­
diction in log-law shift compared to Zhang's (1993) experiment 
at hJd = 0.0036 and Re = 120,000. 

Conclusions 
A low-Reynolds-number k-t turbulence model has been de­

veloped for smooth and rough wall turbulence by using new 
forms of model functions/^ and/i. The comparison with various 
experiment shows that: 

• The equivalent sandgrain roughness height can be suc­
cessfully included into low-Reynolds-number fe-e model to pre­
dict rough-wall flow. 

• The model predicts rough-wall log-law velocity profile 
with correct slope and velocity shift. 

• The predictions of the near smooth-wall behavior oik, e, 
and velocity by the proposed model agree well with the avail­
able experimental data. 

0.5 

proposed model 

• Gessner etal. (1979) 

0.5 

Fig. 10 Velocity profiles at various streamwise locations in square duct 
entrance at Re = 250,000 
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y-

• The model can predict the friction factor of a smooth wall 
circular pipe flow within 5 percent in the Reynolds number 
range from 5 X lOMo 5 X 10'. For a rough wall, the error is 
within 10 percent in the Reynolds number range from 5 X 10" 
to 5 X 10* and the roughness heights range h"^ from 0 up to 
1000. 

• Although the current model does not consider the second­
ary flow, it can still predict the friction coefficient for flows in 
square duct and rectangular channel within 10 percent for both 
smooth and rough surfaces. 

• The model is applicable to developing flows. 
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Modeling Reynolds-Number 
Effects in Wall-Bounded 
Turbulent Flows 
Recent experimental and direct numerical simulation data of two-dimensional, iso­
thermal wall-bounded incompressible turbulent flows indicate that Reynolds-number 
effects are not only present in the outer layer but are also quite noticeable in the 
inner layer. The effects are most apparent when the turbulence statistics are plotted 
in terms of inner variables. With recent advances made in Reynolds-stress and near-
wall modeling, a near-wall Reynolds-stress closure based on a recently proposed 
quasi-linear model for the pressure strain tensor is used to analyse wall-bounded 
flows over a wide range of Reynolds numbers. The Reynolds number varies from a 
low of 180, based on the friction velocity and pipe radius/channel half-width, to 
15406, based on momentum thickness and free stream velocity. In all the flow cases 
examined, the model replicates the turbulence statistics, including the Reynolds-
number effects observed in the inner and outer layers, quite well. Furthermore, the 
model reproduces the correlation proposed for the location of the peak shear stress 
and an appropriately defined Reynolds number, and the variations of the near-wall 
asymptotes with Reynolds numbers. It is conjectured that the ability of the model to 
replicate the asymptotic behavior of the near-wall flow is most responsible for the 
correct prediction of the Reynolds-number effects. 

Introduction 
According to Millikan (1939), the mean velocity U near a 

wall is influenced by the wall shear stress, T„,, the local fluid 
density, p, the viscosity, /.t, and the normal distance from the 
wall, y, for incompressible, isothermal turbulent flows. Applica­
tion of the Buckingham 11 theorem therefore results va U* = 
UlUr = F iy* = pyufp) in the inner layer, where M̂  = (T,J 
pY'^ is the friction velocity. In the outer or defect layer, the 
drag generated as a result of the presence of the wall acts to 
slow down the fluid, thus creating a velocity defect. Therefore, 
the velocity defect is independent of the fluid viscosity, but 
instead depends on outer variables, such as the free stream 
velocity, U^, the boundary-layer thickness, 6, and the stream-
wise pressure gradient, dPIdx. Here, x and y are the stream 
and normal coordinates, respectively, and P is the mean pres­
sure. Again, dimensional arguments lead to (f/oo — U)/Ur = G 
(T] — yl8, P), where 0 = (6dP/dx)/r„ is a pressure gradient 
parameter. Millikan (1939) pointed out that if an overlap exists 
between the inner layer and the outer layer, the functions F and 
G must be logarithmic so that 

t/+ = K-' Iny* + B, (la) 

(Uo.- U)/Ur= -K~'In (r])+A{f3), (lb) 

where K is the von Karman constant, B is a constant and A is 
parametric in /3. These arguments assume local similarity and, 
in the overlap region, the logarithmic law of the wall is a univer­
sal law. Here, the inner layer is defined to include the viscous 
sublayer, the buffer layer, and the logarithmic region of the 
velocity profile. On the other hand, the outer layer is taken to 
consist of the logarithmic and the wake regions. Therefore, 
Reynolds-number (hereafter denoted by Re for short) effects 

' Present address: Chair Professor and Head, Mechanical Engineering, Hong 
Kong Polytechnic University, Hong Kong. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
June 25, 1995; revised manuscript received January 2, 1996. Associate Technical 
Editor: P. R. Bandyopadhyay. 

are absent in the mean profiles given in (1). Later analysis by 
Mellor and Gibson (1966), however, reveals that A should also 
be parametric in the Reynolds number based on the displace­
ment thickness, 6*. Even then, the implication is that Re effects 
are only present in the outer layer and not in the inner layer. 
This is shown to be true also for compressible boundary layers 
(Soetal . , 1994b). 

The above arguments are analogous to those used by Kolmo-
gorov (1941) to establish the universal equilibrium theory of 
turbulence. According to this theory, an inertial subrange exists 
in the turbulence energy spectrum when Re is large enough and 
viscosity serves only to provide a dissipative sink for the kinetic 
energy at the small-scale end of the spectrum. This line of 
reasoning, when extended to boundary layers, implies that an 
inertial sublayer exists at large Re and the overall flow dynamics 
is independent of viscosity. The presence of viscosity is merely 
to provide a momentum sink at the wall. Millikan's (1939) 
arguments, therefore, establish that the mean flow near a wall 
is independent of Re and this is supported by the later work of 
Coles (1962) and Mellor and Gibson (1966) who showed that 
Re only affects the logarithmic and wake regions in a boundary-
layer flow. However, as Re decreases, the logarithmic region 
slowly disappears while the viscous region remains unaffected 
by the Re decrease (Purtell et al., 1981). For fully-developed 
channel/pipe flows, the logarithmic region extends all the way 
to the centerline because the wake component of the mean 
velocity is much weaker than in the case of boundary layers 
(Wei and Willmarth, 1989). 

When the local similarity arguments are applied to higher-
order statistics, they imply that, at least in the inner layer, the 
individual second-order statistics obtained from different facili­
ties and at different Re would collapse into a single curve if 
they were made dimensionless using inner-layer scalings. In 
reality, it is found that they do not scale with wall variables 
even deep inside the inner layer (Bandyopadhyay and Gad-el-
Hak, 1994). The scatter between measurements is generally 
attributed to resolution problems associated with measuring 
techniques and inaccuracies related to diagnostic instruments. 
With the advent of miniature hot-wires and optical techniques, 
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careful and accurate measurements of the velocity field near a 
wall have been obtained by various researchers (e.g., Schild-
knecht et al , 1979; Purtell et al., 1981; Andreopoulos et al , 
1984; Karlsson and Johansson, 1988; Wei and Willmarth, 1989; 
Durst et al., 1993). These measurements show that the second-
order turbulence statistics made dimensionless by inner-layer 
variables are influenced by Re over a very substantial portion 
of the boundary layer. The dependence on Re is even noticeable 
down to y ̂  < 15. A most convincing demonstration of the Re 
effects is given by Bandyopadhyay and Gad-el-Hak (1994), 
who showed that the location of the peak value of the turbulent 
shear stress normahzed by inner variables increases with Reyn­
olds numbers. 

Recently, direct numerical simulations (DNS) of turbulent 
flows in a plane channel (Kim et al., 1987), in a curved channel 
(Moser and Moin 1987), on a flat plate (Spalart 1988) and in 
a square duct (Huser and Biringen, 1993) and of a turbulent 
plane Couette flow (Kristoffersen et al , 1993) have been carried 
out. The Re range covered by these studies is too low and too 
narrow to provide sufficient evidence to indicate Re effects. 
However, when taken together with the experimental work 
quoted above. Re effects on wall-bounded turbulent flows are 
very evident, not only in the second-order statistics of the turbu­
lence field but also in the mean flow profiles. Since the computa­
tional resource required varies approximately as the cube of 
Re, it would not be possible to simulate high-Reynolds-number 
turbulent flows soon (Karniadakis and Orszag, 1993). There­
fore, the use of DNS experiments to study Re effects in wall-
bounded turbulent flows with complex geometries is rather re­
mote. On the other hand, very high Re experiments in wind 
and water tunnels are prohibitively expensive, and are not com­
monly carried out. 

In general, most practical flows are wall-bounded and have 
very high Re. Since DNS and wind tunnel experiments could 
not be used to study these flows for a long time to come, the 
alternative is to resort to turbulent flow modeling. It should be 
noted that near-wall effects are different from low-Re effects. 
Even though the local Re is low near a wall, there is an addi­
tional effect due to wall blocking that is absent in the case of 
unbounded turbulence. This wall blocking effect gives rise to 
increased anisotropy of the turbulence as the wall is approached 
(Kim, 1989). If a model can be formulated so that it could 
replicate the Re effects of existing experimental and DNS data, 
the confidence of its extension to flows with ever higher Re 
could be established. Strictly speaking, most models are not 
valid for flows with low Re; be it wall-bounded or in an un­
bounded medium (Launder et al., 1975; Demuren and Sarkar, 
1993). However, they are routinely validated against flows with 
low to moderate Re but seldom against flows with high Re. In 
this paper, the emphasis is placed on the modeling of low-
Re effects in wall-bounded flows only. Therefore, the present 
objective is to seek a near-wall second-order turbulence model 
that could replicate Re effects fairly correctly in the calculations 
of two-dimensional, wall-bounded flows. Both DNS and experi­
mental data are used to evaluate the model. The Re range chosen 
varies from Re^ = 180 to Re, = 8758 for fully-developed 
channel/pipe flows and from Rej = 1410 to Re^ = 15406 for 
flat plate boundary layers. Here, Re^ = Urhiv and Re^ = U„6/ 
V, V is the fluid kinematic viscosity, h is the channel half-width 
or pipe radius and 6 is the momentum thickness. 

Near-Wall Reynolds-Stress Closure 

A detailed derivation of the near-wall Reynolds-stress closure 
based on an asymptotic analysis of the exact and modeled Reyn­
olds-stress equations has been given by So et al. (1994a). 
Therefore, only a brief summary is given here. Incompressible, 
isothermal turbulent flows are governed by the mean flow equa­
tions which can be written in Cartesian tensor form as 

DUi __ 

Dt 

^ = 0, 

1 dP d^V, 
+ u '- -

p dXi dxjdxj 

dUjUj 

dxj 

(2) 

(3) 

where DIDt is the material derivative, upper case letters are 
used to denote Reynolds-averaged quantities and lower case 
letters their corresponding fluctuating part. Here, the Einstein 
summation convention is followed, f/, is the /th component of 
the mean velocity, M; is the «th component of the fluctuating 
velocity and x, is the (th component of the coordinates. These 
equations need closure because of the presence of the kinematic 
Reynolds stress terms, MTMJ. If a Reynolds-stress or second-
order closure is invoked, the equations governing the transport 
of UiUj and e, the dissipation rate of turbulent kinetic energy, 
k, are given by 

DUiUj 

Dt dXk 

dUiUj 

dxt 
+ Dr,+ -UiU/c 

dUj 

dxt 
UjUk 

dxi 

+ n„ (4) 

De. 

Dt 

_d__ 

dX: dX: dXj 

k—d^ 
Cf UjUj 

€ dXi 

+ Ci-P 
k k 

(5) 

where e - e — 2u(d\lk/dyy, P is the production of k and C^ 
= 0.12, Ci = 1.50, C^2 = 1-83 are constants introduced in the 
modeled e-equation. The function £, is identically zero for flows 
far away from a wall and is introduced to account for near-
wall effects. Its specific form depends on the near-wall models 
formulated for the Reynolds-stress equation. Therefore, only ^ 
and D J , rij,, e,y, which are the turbulent diffusion tensor, the 
velocity-pressure-gradient correlation tensor and the dissipation 
rate tensor, respectively, need modeling in (4) and (5). 

It should be noted that Djj is of higher order compared to cy 
and Ily. Consequently, D J does not need near-wall corrections 
and the commonly used model of Launder et al. (1975) could 
be adopted. On the other hand, viscous dissipation is exactly 
balanced by viscous diffusion at the wall. This, and the fact 
that eij should contract correctly to 2e, suggests a way to correct 
the high-Reynolds-number, isotropic model proposed by Kol-
mogorov (1941) for e,y. Furthermore, in the near wall region, 
£,j and UjUj have to asymptote correctly to the kinematic con­
straints cy/UiUj given by Launder and Reynolds (1983). One 
such proposal is given by Lai and So (1990). Therefore, if n, 
= (0, 1, 0) denotes the wall unit normal and C, = 0.11 intro­
duced by Launder et al. (1975) is adopted, the models for the 
turbulent diffusion and viscous dissipation tensors can now be 
written as 

OXt 

^ k ( dUjUif duiMi dUiUj 
C j - UjUi 1- UjUi 1- UkUi 

e \ dxi dxi dxi 

(6) 

leSy.ul - k8:, 
3 " 

UiUj + UiUijikHj + UjUifiktii + niiijUiMinkni 

1 + 3utUintni/2k 
(7) 

The near-wall corrections for !!„ are derived by including 
the contribution of the pressure diffusion part of the velocity-
pressure-gradient correlation tensor. Far away from the wall. 
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pressure diffusion is negligible compared to pressure redistribu­
tion. Therefore, the high-Reynolds-number limit of IIj, can be 
approximated by the pressure strain, or SSG, model of Speziale 
et al. (1991). Thus, pressure diffusion is included as part of 
the near-wall corrections to Ylij so that the near-wall SSG model 
would give rise to a Reynolds-stress equation that is asymptoti­
cally correct as a wall is approached. The modeled equation is 
at least asymptotically correct to order y compared to the exact 
equation and, in some components of the equation, the balance 
is even correct to order y^. A damping function based on the 
turbulent Reynolds number, Re, = k^lev, is proposed for the 
near-wall correction term to diminish its influence away from 
the wall. Without going into details, the near-wall SSG model 
can be written as 

n,= -{C,e + CrP)bij + Cje M , 
1 
n̂ , 

-aAP,--PS, H D'j PS, 

2{y> +^U"']kS,j + Urj. (8) 

The unknown second-order tensors in (8) are given by 

bij = ^ ( UiUj - kSii 
3 " 

= (1) (^ + ^ 

P i j = -

D,j = 

2 / \ dXj dx, 

aUj 5C/,. 

dXk dXk 

aUk dUi, 

dXj dxi 

(9a) 

(9b) 

(9c) 

(9d) 

where bij, Sjj, Py, and Dy are the anisotropy tensor, the strain-
rate tensor, the production tensor and its variation, respectively, 
2P = Pit and n = byby. The model constants specified by 
Speziale et al. (1991) are Ci = 3.4, C^ = 4.2, Cf = 1.8, Cf 
= 1.3, ai = 0.4125, /?, = 0.2125 and y, = 0.01667. Finally, 
n)J is the near-wall correction tensor, which is derived based 
on asymptotic analysis of the near-wall flow and is given by 

n; j =/v,[(C,e + CfP)by - Qe b„b, 
1 

nfi, 

+ a*\Py-^ P8y ] + 2y*kSy-\ + T^. (10) 

Here,/„i is the damping function and IT J is the near-wall correc­
tion proposal for pressure diffusion. The final expression de­
rived for n j is given by 

n' 
d I dUiuA d I duMk^ 

T - V —— \ntnj + —-[v -^f— \n0ii 
dxi V oxi / oxi \ dxi 

1 d 

3 dx,„ 
dukur 

V jfik/iiriinj. 
dx,„ 

(11) 

Two near-wall model constants, a* and y*, are introduced and 
they are calibrated to give a correct prediction of the near-wall 

asymptotes of a fully-developed channel flow. Thus, their values 
are determined to be a* = -0.29 and y* = 0.065. 

Since the damping function /„i is introduced into the model 
to limit the extent of the influence of the near-wall correction, 
it should vanish at a reasonable distance away from the wall. 
It is precisely for this reason that no single damping function 
has been found to be capable of yielding a limited extent for 
its influence covering a wide range of Re and different types 
of external and internal wall-bounded flows. In the course of 
validating this new near-wall Reynolds-stress closure, it is found 
that two damping functions are necessary if different types of 
flows covering a very wide range of Re are to be predicted 
correctly. These damping functions are found to be 

/vi = exp 

fwi = exp 

Re,^' 

G 

A Re, 

60 

(12a) 

(Ub) 

where A = 1 - (9/2)(byby - 2bybjkbi,,) and G is a constant. 
The choice of the damping function depends on Re and the 
correct one to use for each flow case is determined by monitor­
ing the behavior of/^i so that it vanishes in the range 80 < y^ 
< 200 depending on Re and the type of flow considered. The 
present investigation shows that, for all flow cases examined, 
(12fl) with an appropriately determined G is applicable. The 
only exceptions are fully-developed channel and pipe flows with 
Re^ < 250. For these flows, the use of (12ii) is more suitable. 

It should be noted that three constants have been introduced in 
the near-wall SSG model; they are a*, y*, and G. A systematic 
optimization procedure has not been followed to evaluate the 
correct values for these constants. The reason being that, de­
pending on the number of constraints imposed (or the number 
of flow cases selected), a different set of optimized values could 
be obtained. Besides, an optimization study thus carried out 
would be likely to depend on the range of Re selected. Instead, 
a* = —0.29 and y* = 0.065 are determined by calibrating the 
calculation against one particular channel flow at a very low 
Re. Consequently, two values of G are found to be necessary 
in the use of (12a). For all channel and boundary-layer flows 
examined, G = 200 is found to yield the best results; while G 
takes on a value of 220 for all pipe flows investigated. This 
difference is probably due to the fact that a* and y* have not 
been optimized properly. The higher value of G used in the pipe 
flow calculations does not affect the calculated K, the location of 
the maximum shear stress and the behavior of the Reynolds 
stresses in these flows. As far as it can be ascertained, the major 
influence of G is in the prediction of the log law intercept at 
the high Re end of the pipe flow cases examined. Furthermore, 
the ability of the model to replicate the Re effects does not 
hinge on the optimized values of the model constants. Since 
the ability of the model to reproduce the trend is of primary 
importance here, it is not crucial to optimize the constants at 
this point. In the present investigation, again (12a), with G 
given by either 200 or 220 depending on the flow type, is used 
for all flow calculations except channel/pipe flows with Re^ s 
250, where (12b) is assumed instead. 

A similar approach, and the stipulation of the Shima (1988) 
compatibility condition, was used by So et al. (1994b) to derive 
the near-wall correcting function f for the e-equation. Again, 
without going into details, the final result is given by 

^ = / » : -N— + M--L-P (13) 

where/„2 = exp[-(Re,/40)^] is a damping function introduced 
to insure the disappearance of the effects of ^ far away from a 
wall, and L, M, and N are model constants. Here, one single 
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Fig. 1(a) Mean velocities plotted in inner-layer variables for channel 
flows 
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Fig. 1 (b) Mean velocities plotted in inner-layer variables for pipe flows 
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Fig. 1 (c) Mean velocities plotted in inner-layer variables for boundary-
layer flows 

damping function is found to be applicable for all flow cases 
considered. Their calculations showed that these constants 
should take on values given by L = 2.25, M = 0.5 and A'̂  = 
0.57. The modified £,? = £ - 2i/k/y^, is introduced to ensure 
proper behavior of e near a wall. 

Thus modeled, (4) and (5) are vahd as a wall is approached 
and are used to calculate wall-bounded flows where the bound­
ary conditions on -MJM^ and e are given by: —uiUj = 0 and e„ 
= 2i/{dyk/dyy, respectively. The usual no slip condition is 
assumed for all mean velocities at the wall. The governing 
equations and their respective models are solved by specifying 
the proper inlet and outlet conditions for the flow under consid­
eration. For fully-developed turbulent channel/pipe flows, the 
governing equations can be reduced to a set of ordinary differen­
tial equations. Standard Newton iteration or time marching nu­
merical technique is used to solve the equations and the numeri­
cal errors incurred are well known. For these flows, a grid with 
51 points is sufficient to yield grid independent solutions. On 
the other hand, thin shear layer approximations are invoked to 
simplify the governing equations to a set of boundary-layer 
equations. The boundary-layer code, developed by Anderson 
and Lewis (1971) and adopted a Crank-Nicolson type implicit 
finite-difference scheme to solve the equations, is used to nu­
merically integrate the parabolic equations. The solutions are 

found to be grid independent with 101 grid points. Therefore, 
the calculated differences between flows with a wide range of 
Re, if present, can be interpreted as the modeled Re effects 
rather than numerical errors. In the following, the Re effects 
on the mean flow and the turbulence statistics are discussed 
separately. 

Reynolds-Number Effects on Mean Flow 
Existing experimental and DNS data indicate that the mean 

velocity of channel/pipe flows and boundary layers can be 
scaled by inner-layer variables and they give rise to a fairly 
universal distribution in the inner region. In the outer layer, the 
wake component of the boundary layer is influenced by the 
Reynolds number and it will eventually disappear as the Reyn­
olds number decreases to a certain minimum value. According 
to Coles (1962), this minimum value is about Re^ s 600. At 
this Reynolds number, the logarithmic law of the wall would 
also disappear. 

The test cases selected consist of four cases of channel flows, 
six cases of pipe flows and five cases of zero pressure gradient 
(zpg) boundary-layer flows (Table 1). Following Bandyopad-
hyay and Gad-el-Hak (1994), a reduced Reynolds number, 
Re* = Ur8lv, is defined for the boundary-layer flow. This would 
aflow the pipe/channel flow and boundary-layer flow data to 
be compared on the same basis. The normalized mean velocities 
of these flow cases, [/^, plotted versus y""', are shown in Figs. 
1(a) to 1(c), separately for each type of flows. As expected, 
the channel/pipe flow results show very little wake component 
(Figs. l(fl) and \{b)) and the data and model calculations are 
essentially well correlated by a single curve in the inner layer. 
The boundary-layer flows, on the other hand, show a substantial 
wake component and a gradual disappearance of the logarithmic 
law of the wall as the Reynolds number decreases (Fig. 1(c)). 
This behavior is fairly well reproduced by the near-wall model. 

Within experimental and numerical errors, the calculated log­
arithmic region can be correlated by a single curve given by 
( l a ) with K = 0.40 and B = 5.0 for channel/pipe flows and K 
= 0.41 and B = 5.0 for flat plate boundary layers. A more 
accurate determination of K for the individual cases is obtained 
by following the procedure outlined in So et al. (1994b) and 
the results are reported in Table 1 for comparison. Contrary to 
the arguments of Simpson (1970), the von Karman constant is 
not dependent on Re. This universality of K can be reproduced 
if an asymptotically correct near-wall model is used to calculate 
two-dimensional, wall-bounded turbulent flows. The near-wall 
model does a fair job of reproducing this universal inner-layer 

Table 1 Comparison of tlie measured and calculated K, H, and C, 

Data Source 

Kim etal. (1987) 

Dursletal. (1993) 

Kim (1991) 

Scliildlmeclit etal. (1979) 

Wei and Wlllmarth (1989) 

Laufer(1954) 

Wei and Willmanli (1989) 

Perry and Aljell (1975) 

Perry and Al»ll (1975) 

Laufer(1954) 

Spalart(1988) 

Karlsson and Joliansson 
(1988) 

Andteopoulos et al. (1984) 

Klebanoft(»55) 

Andreopoulos et al. (1984) 

Flow Type 

Cliannel 

Pipe 

Channel 

Pipe 

Cliannei 

Pipe 

Ciiannel 

Pipe 

Pipe 

Pipe 

Boundary 
layer (zpg) 

Boundary 
layer (zpg) 

Boundary 
layer (zpg) 

Boundary 
layer (zpg) 

Boundary 
layer (zpg) 

«e. 

180 

250 

395 

489 
989 

1052 

1608 

3313 

4755 

8758 

Res 

1410 

(538) 

2420 

(813) 

5535 

(1464) 

7800 

(2404) 

15406 

(4029) 

Calculation 

(Data) 

H 

1.46 

(1.42) 

1.43 

(1.39) 

1.42 

(1.30) 

1.37 

(1.33) 

1.37 

(1.28) 

C,xlO> 

. 

3.84 

(4.10) 

3.44 

(3.54) 

3.04 

(2.70) 

2.84 

(2.81) 

2.44 

(2.36) 

Model 

0.40 

039 

039 

039 
0.40 

0.40 

0.40 

0.40 

0.40 

0.40 

036 

038 

O40 

O40 

0.4 i 

c 

Data 

0.40 

0.40 

0.40 

0.41 

039 

040 
O40 

0.41 

0.41 

O40 

0.41 

0.41 

O40 

043 

O40 
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behavior and the prediction of K is within the error margin of 
its determination from experiments. In general, a value of 0.4 
is obtained and this is in excellent agreement with experimental 
and DNS data. The only exception is the case where Re^ = 
1410 (Spalart 1988). Here, the predicted K falls outside of the 
error margin. One possible reason is the calculated extent of 
the log region which is much smaller than is indicated by the 
DNS data (Fig. 1(c)). In other words, the model predicts a 
larger Re effect than is indicated by the data. When the calcu­
lated values of K are used to determine B, its value varies from 
a low of 3.4 to a high of 5.0 with most of the cases giving a 
value very close to 5.0. In general, the values of B determined 
for channel and boundary-layer flows are slightly smaller than 
5. Again, the largest error in the estimate of B occurs in the 
case where Re^ = 1410. This is associated with the much lower 
K predicted by the model. Consequently, the calculated C/"̂  for 
these two flows appear below the log law. In spite of these 
differences, the law of the wall as given in (1) is reproduced 
by the near-wall SSG model. Also, the calculated K is in 
agreement with data, to within measurement errors. 

Another feature of boundary-layer flows is the variation of 
the shape factor H = 6*19 with Re. The calculated H and skin 
friction coefficient, Q = IrJpUl,, are reported in Table 1 for 
comparison with experimental and DNS data. It can be seen 
that H varies from a high of 1.46 at the lowest Re, to about 
1.37 at the highest Re,. This trend is consistent with the data 
shown (Table 1) and that reported by Bandyopadhyay and Gad-
el-Hak (1994). The calculated Q agrees to within 7 percent of 
the experimental and DNS values, except for the case. Re, = 
5535, where the measured Cf does not agree with the measured 
trend (Table 1). In general, the Re effects on the mean flow 
are fairly well reproduced by the near-wall SSG model. 

Reynolds-Number Effects on Turbulence Statistics 

Evidence that Re effects penetrate deep into the viscous re­
gion can be gleaned from a plot of the near-wall asymptotes of 
the turbulence statistics. The leading term of these expansions 
near a wall are given by k^ = a^y*^ + . . . , - Tiv^ = Uu^y*^ 
+ . . . , e+ = 2at + . . . , M' = a^y* + . . . ,v' = a„y'^^ + . . . , 
w' = a„y'^ -I- . . . , where the a's are time-averaged coefficients 
of the expansions and «', v', w' are the rms normal stresses 
normalized by u^ along the axial, wall normal and transverse 
directions, respectively, uv'*^ = Iru/ul, k"^ = klul, and e'^ = 
ei//Ur- The near-wall asymptotes for u', k*^ and -Tiv'^ are deter­
mined according to the following procedure. From the above 
expansions, it can be deduced that k^/e^y*^ = 0.5. Also, at 
= e^/2, where e^ is the wall value of e^. These two relations 
offer a way to determine AJ and an independent way to check 
its value. The value of e,!; is known from the solution of the 
governing equations. At the same time, the calculated profile 
of k^/e'^ can be plotted against y'^^. A line with a slope of 0.5 
is then drawn through the points closest to the wall. This way, 
the range of y"̂  in which k^/e^y*^ = 0.5 is valid can be deter­
mined. The same y'^ range is used to determine the near-wall 
asymptotes of the other expansions. Thus determined, at is 
found to agree to within 3 percent of that deduced from e t • 
Log-log plots of these values versus Re^(Re*) are given in Fig. 
2. A least square fit to these values is performed and the resultant 
straight lines are also displayed in Fig. 2. These plots clearly 
indicate that the near-wall asymptotes increase with Re, even 
though some scatter is noticed. 

Momentum transport in two-dimensional turbulent wall-
bounded flows is mainly carried out by the Reynolds shear 
stress. Therefore, it is of paramount importance to model the 
shear stress behavior correctly. However, the accuracy in which 
this quantity can be measured is not as good as that for u^. 
Therefore, it is not possible to quantify with great accuracy the 
Re effects of the turbulent shear stress. Wei and Willmarth 

10' 

o 
: : 10°^ 

\ 10' 

10' 

a xlO^ 

a t-^—*- ^ *—** AA *— 

- O QQ 2-Cte— 

10^ 10̂  
Re, Re 10" 

Fig. 2 Variations of the asymptotic coefficients a,,, a^a^^ with Re 

(1989) examined channel and pipe flows where the normalized 
shear stress can be expressed as 

(1 - y*/Rer) - dU^ldy*. (14) 

Once the mean velocity profile is known, the normalized shear 
stress can be calculated from (14) and used as a check on 
the accuracy of the measurements themselves. The agreement 
between the calculated profiles based on (14) and measurements 
is in general very good, except in a region very close to the 
wall. Wei and Willmarth (1989) found that the normalized 
shear stress at different Re does not collapse in the outer layer 
and the separation of the different profiles is still discernible 
well into the inner layer. Assuming a universal velocity profile, 
it can be seen from (14) that the Re dependency of the shear 
stress in the inner layer is particularly strong at low Re. The 
calculated shear stress profiles are compared with data in Figs. 
3 (a) - 3 (c) for channel, pipe and boundary-layer flows, respec­
tively. Whenever data are available, they are also plotted in the 
figures for comparison. In the logarithmic and outer regions, 
the shear stress profiles do not collapse into a single curve. The 
predicted Re effects are more pronounced in channel and pipe 
flows; the shear stress profiles at different Re do not quite 
collapse in any region of the channel and pipe flows (Figs. 3(a) 
and 3(^7)). However, they collapse into a single curve in the 
viscous region of boundary layers (Fig. 3(c)) . The similarity 
for boundary layers extends to about y^ < 30. According to 
(14), -mJ+ ^ (1 - dU^/dy*) as Re^ ^ «=. This implies that 
—uv* has a broad maximum as Re^ -• °° (Figs. 3(b) and 3(c)) . 
In general, the agreement between data and calculations is very 
good. 

Another test of the ability of the near-wall SSG model to 
reproduce the Re effects is to plot the location of the peak shear 
stress versus Re^(Re*). If the location of the peak shear stress 
is denoted by yp, its value can be determined from the shear 
stress profiles shown in Figs. 3 ( a ) - 3 ( c ) . A log-log plot of 
yp versus Re^(Re*) is shown in Fig. 4. According to Sreeniva-
san (1988), a linear relation should exist between In yp and 
In Re^ or In Re*. Bandyopadhyay and Gad-el-Hak (1994) show 
that the straight line y^ = 2(Re^)"^ correlates well with the 
experimental data they have examined in a log-log plot. The 
calculated results plotted in Fig. 4 can also be correlated by the 
same straight line. Strictly speaking, the coefficient 2 in yp = 
2(ReT) "^ should be given by 1 /v K which can be deduced from 
( l a ) and (14). At low to moderate Re^, the log-law does not 
apply at the point where the maximum shear stress occurs be­
cause the maximum shear stress occurs within the buffer region. 
At this point, the second derivative of the mean velocity with 
respect to y"̂  is quite different from that calculated from the 
log-law. A composite mean velocity profile that predicts the 
buffer region correctly will lead to a higher value for the coeffi­
cient. Therefore, over a wide range of Re^, a larger coefficient 
seems to correlate better with data. 
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Fig. 3(a) Comparison of the calculated shear stress uv* with data to 
show Re effects for channel flows 
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Fig. 3(b) Comparison of the calculated shear stress Uv' with data to 
show Re effects for pipe flows 
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Fig. 3(c) Comparison of the calculated shear stress uv* with data to 
show Re effects for boundary layers 
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Fig. 5(a) Comparison of the calculated k production ^* with data to 
show Re effects for channel flow 

0.25-

Fig. 5(b) Comparison of the calculated k production P' with data to 
show Re effects for pipe flow 
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Fig. 5(c) Comparison of the calculated k production P* with data to 
show Re effects for flat plate boundary layers 

Wei and Willmarth (1989) showed that the normalized pro­
duction of k, P^ = —Tw^idU^ldy'^), is relatively independent 
of Re in the outer region of channel flows but not so in the 
inner region. The Re range they investigated is bounded by 

10^-

+ 
1 

in' 

2 (Re,*)'" 

O , . - ^ 

0 

0 ^ ' • " ' ' ^^ 

--^ 

10^ 10^ . 10* 
Re , Re 

Fig. 4 Variation of the shear stress peak location y^ with Re 

Journal of Fluids Engineering 

2970 < Re < 39582. Furthermore, Bandyopadhyay and Gad-
el-Hak (1994) pointed out that even though the location of the 
peak shear stress varies with Re, the location of the peak value 
of P^ is relatively independent of Re. The reason is that the 
scales producing the Reynolds shear stress are quite different 
from those responsible for the production of k. These conclu­
sions can also be deduced from (14) and the definition of P* . 
As Re^ -> °o, P^ reaches a maximum at dW^Idy* = 5 and this 
leads to a maximum P^ = i The calculations and measurements 
of P"̂  plotted versus log y'^ are shown in Figs. 5(a)-5(c-) . As 
expected, there are no Re effects on the calculated P^ in the 
outer layer for channel/pipe flows and boundary-layer flows. 
In the inner layer, the behavior of P* is different for the different 
wall-bounded flows examined. For channel/pipe flows, P*, par­
ticularly its peak value, distinctly depends on Re (Figs. 5(a) 
and 5ih)). This, however, is not true for boundary layers (Fig. 
5(c)) . Even though the calculated location of the peak value 
of MU"̂  varies with Re (Fig. 4) , there is little variation in the 
calculated location of the peak value of P^ . Furthermore, the 
peak value of P* is less or equal to |; approaching the 5 value 
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Fig. 6(a) Comparison of the caiculated dissipation rate e* and diffusion 
Dy of k with data to show Re effects for channel flows 
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Fig. 6(b) Comparison of the calculated dissipation rate e* and diffusion 
Di of k with data to show Re effects for pipe flows 
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Fig. 6(c) Comparison of the calculated dissipation rate e* and diffusion 
Di of k with data to show Re effects for boundary layers 

only at high Re. For both channel/pipe flows and boundary 
layers, production of k seems to peak at about y"̂  = 10. This 
is consistent with a value of about >• ̂  = 12 deduced by Bandyo-
padhyay and Gad-el-Hak (1994) who examined a different set 
of data with a different Re range. The ability of the model to 
predict these important features of wall-bounded flows is an 
indication of the validity of the model. 

The corresponding profiles of e^ and the viscous diffusion 
of k'^, DJ" = d^k'^/dy^^, are compared in Figs. 6(fi!)-6(c) 
with DNS data and measurements. Very near the wall, the dissi­
pation rate is approximately balanced by viscous diffusion and 
pressure diffusion. The pressure diffusion term is not plotted in 
Figs. 6 ( a ) - 6 ( c ) ; its value could be obtained by taking the 
difference between viscous dissipation and diffusion in the very 
near-wall region only. Depending on Re, the pressure diffusion 
contribution amounts to no more than 10% of the dissipation 
rate at the wall. The calculated results show that the dissipation 
rate behavior is essentially Re independent, except for very low 
Re (Fig. 6(a)). Viscous diffusion goes negative at about y* = 

2 for channel flows (Fig. 6(a)) and at about y"̂  = 4 for pipe 
and boundary-layer flows (Figs. 6(b) and 6(c)) . In the region, 
2 < y^ < 20, for channel flows and the region, 4 < y"̂  < 20, 
for pipe and boundary-layer flows, viscous diffusion remains 
negative and represents a major part in the balance between 
viscous dissipation, viscous diffusion and the production of k 
(Figs. 6 ( a ) - 6 ( c ) ) . As Re increases, the part contributed by 
viscous diffusion to the balance decreases by about a factor of 
2 (Figs. 6(b) and 6(c)) . In all flow cases studied, equilibrium 
turbulence, where production approximately balances dissipa­
tion, is present only beyond y^ = 20, and the calculated dissipa­
tion rate reaches a maximum at the wall; a fact well supported 
by DNS data. Therefore, the near-wall SSG model is replicating 
the Re effects of two-dimensional, wall-bounded turbulent flows 
quite well. 

Conclusions 

Among the experimental and DNS data examined. Re effects 
in the outer layer of the wall-bounded flows are very distinct. 
In the inner layer, these effects are not so distinct for boundary 
layers; however, they are quite discernible for channel/pipe 
flows. The trends as exhibited by the experimental and DNS 
data are essentially reproduced by the near-wall SSG model. 
Normalized production and dissipation of k is found to be inde­
pendent of Re in the outer layer, except for very low Re channel 
flows. Also, at this low Re, viscous diffusion is found to be 
about twice that at higher Re in the region, 2 < y"̂  < 20. A 
most striking Re effect is the correlation of the location of the 
peak shear stress with Re for two-dimensional, wall-bounded 
flows. This relation is given by y^ = 2(Re,-)"^ or yp = 
2(Re*) "^ in a log-log plot. Among the fifteen flow cases inves­
tigated, the calculated yp is well correlated by this relation. The 
experimental and DNS data show that the location of the peak 
shear stress varies with Re; however, the location of the peak 
production of k does not. The calculated location of the peak 
production of k occurs at about y* = 10 and compares well 
with y* ai 12 reported by Bandyopadhyay and Gad-el-Hak 
(1994). All these results are accomplished with one set of 
model constants. Therefore, it can be concluded that the near-
wall SSG model is capable of reproducing the Re effects in 
two-dimensional, wall-bounded flows. 
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The flow in the cross-flow separation region of a 6:1 prolate spheroid at 10 cleg 
angle of attack, Ret — 4.20 X 70", was investigated using a novel, miniature, 3-D, 
fiber-optic Laser Doppler Velocimeter (LDV). The probe was used to measure three 
simultaneous, orthogonal velocity components from within the model, from approxi­
mately y* = 7 out to the boundary layer edge. Velocity, Reynolds stress, and velocity 
triple product measurements are presented. These measurements are used to calculate 
the skin friction and to examine the convection, production, and diffusion of turbulent 
kinetic energy (TKE) about the three-dimensional separation. Comparisons of the 
measured production and diffusion of TKE in the cross-flow separation region—as 
well as in nonseparated regions of the flow—to the production and diffusion predicted 
by several models for these terms are shown. 

Introduction 

The phenomenon of three-dimensional separation of the flow 
about a body, though quite common, is both difficult to model 
and poorly understood. Indeed, since—unlike in two-dimen­
sional flow separation—three-dimensional flow separation is 
rarely associated with the vanishing of the wall shear stress, it 
can often be difficult to even identify its presence or its precise 
location in 3-D flow. 

In order to better understand three-dimensional flow separa­
tion, several groups have studied the flow about a 6 to 1 prolate 
spheroid at angle of attack. This flow is a well-defined, relatively 
simple 3-D flow which exhibits all the fundamental phenomena 
of three-dimensional flow, and is schematically illustrated in 
Fig. 1. The flow separating from the lee-side of the prolate 
spheroid, at the point marked 5i, rolls up into a strong vortex 
on each side of the body which reattaches at the point Ri. 
This primary separation may or may not, depending on flow 
conditions, be accompanied by secondary separations, Sa and 
^3, and reattachment 7?2- This results in a highly skewed, and 
thus three-dimensional, boundary layer. 

Previous works by Meier et al. (1984 and 1986), Kreplin et 
al. (1985) and Vollmers et al. (1985) at the DFVLR (now the 
DLR) have documented the surface flow, surface pressure, skin 
friction and mean velocity around the prolate spheroid at Re = 
7.7 X 10^ Previous work at VPI by Ahn (1992) has docu­
mented the Reynolds number and angle of attack effects on the 
boundary layer transition and separation phenomena for this 
flow. Barber and Simpson (1991) documented the mean and 
turbulent velocities in the cross-flow separation region, but due 
to the limitations of their instrumentation they obtained no data 
within the inner boundary layer. 

Because of the simple geometry and the extent of the experi­
mental data, this flowfield has made an excellent test case for 
three-dimensional computational models. A recent study by 
AGARD (1990) used the DFVLR data for comparison to three-
dimensional computations utilizing integral boundary-layer, al-

* Data have been deposited in the JFE Data Bank. To access the file for this 
paper, see instructions on p. 427 of this issue. 
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July 23, 1994; revised manuscript received October 3, 1995. Associate Technical 
Editor: D. E. Stock. 

gebraic mixing-length, and eddy-viscosity turbulence models. 
All of the computational models experienced difficulties in cal­
culating the flowfield in the cross-flow separation region. Gee 
et al. (1992) obtained somewhat better results using versions 
of the Baldwin-Lomax and Johnson-King turbulence models 
modified for three dimensions, but stated that' 'more experimen­
tal data may be required before a better understanding of the 
effects of turbulence models on flow parameters can be gained." 

One of the previously noted effects of boundary-layer skew­
ing on turbulence is the inequality of the flow-gradient angle, 
jg, and the turbulent-shear-stress angle, y^, which are defined 
as 

7« = tan" 
dWIdy 

dU/dy 
jr = t an ' 

uv 
(1) 

The inequality of -ŷ  and y^ implies that models which use an 
eddy viscosity must allow the eddy viscosity to vary in the 
streamwise and cross-stream directions. Currently, most models 
do not incorporate this 3-D effect. One notable exception is the 
Rotta-T model, (Rotta, 1979), which assumes that the cross-
stream to streamwise eddy viscosity ratio is a constant. 
This, unfortunately, makes the model coordinate-system depen­
dent. 

Since turbulent quantities can be very difficult to measure 
near the wall in a 3-D boundary layer, and since some quantities 
of interest—most notably the pressure-velocity correlations— 
are nearly impossible to accurately measure, it would seem that 
Direct Numerical Simulation (DNS) would be an excellent tool 
for "experimentally" obtaining turbulence data for 3-D bound­
ary layers. Unfortunately, the enormous computer resources re­
quired for these calculations makes them impractical for most 
3-D flows. Two simple 3-D flows which have been investigated 
with DNS. Spalart (1988) investigated the boundary layer on 
a flat plate with a freestream velocity which rotated at a constant 
angular rate and Moin et al. (1990) and Sendstad and Moin 
(1992) investigated the flow in a 2-D channel with a suddenly 
applied, cross-stream pressure gradient. Both these flows are 
highly idealized; however, these flows do reproduce the funda­
mental effects of three dimensionality on turbulence and can 
help illuminate experimental observations of 3-D turbulent flow. 

The present work extends the knowledge of this 3-D sepa­
rated flow with measurements of the total-velocity vector, as 
well as the full Reynolds-stress tensor and velocity triple prod-
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ucts, throughout the boundary layer in the cross-flow separation 
region. Previous to this work, little data on the Reynolds stress 
tensor were available, and no data on the velocity triple products 
existed. The data which were available did not extend to the 
sublayer. The spacing of the data presented here is such that 
the computation of the wall shear stress and virtually all the 
terms of the turbulent kinetic energy equation is possible. 

The present measurements were accomplished using a minia­
ture, three-dimensional, fiber-optic LDV designed specifically 
for this application. The probe was placed within the model, 
and all beams passed through a plastic window molded to the 
shape of the model so that the flow was virtually undisturbed 
by the instrumentation. The full set of velocity measurements 
can be found in Chesnakas et al. (1994) and in the Journal of 
Fluids Engineering data bank. 

Experimental Facility 

Tests were performed in the Virginia Polytechnic Institute 
and State University Stability Wind Tunnel. This tunnel is a 
continuous, closed-test-section, single-return, subsonic wind 
tunnel with a 7 m long, 1.8 m square test section. The 9:1 
contraction ratio and seven anti-turbulence screens provide for 
very low turbulence levels—on the order of 0.03 percent or 
less. Temperature stabilization is provided by an air exchange 
tower. 

The 6 to 1 prolate spheroid model used in this experiment is 
1.37 m (54 in.) in length and 0.229 m (9 in.) in diameter. The 
model has a fiberglass skin bonded to an aluminum frame. A 
circumferential trip, consisting of posts 1.2 mm in diameter, 0.7 
mm high spaced 2.5 mm apart, was placed around the nose of 
the model at xlL = 0.2 in order to stabilize the location of 
transition, and consequently, the location of the separation. Win­
dows 30 X 150 X 0.75 mm thick were placed in the skin for 
optical access to the flow. The windows were molded to the 
curvature of the model to minimize flow disturbances, and were 
mounted flush with the model surface within 0.1 mm. Wax was 
used to smooth any small steps between the windows and model 
skin. The model was supported with a rear-mounted, 0.75 m 
long sting connected to a vertical post coming through the wind 
tunnel floor. 

A unique, three-component, fiber-optic LDV probe was used 
for these measurements. It was designed specifically to measure 
the complete velocity vector and full Reynolds-stress tensor 
from the viscous sublayer to the edge of the boundary-layer on 
the 6:1 prolate spheroid. The design of the probe is discussed 
in detail in Chesnakas and Simpson (1994). 

The probe is a two-color, three-component, fiber-optic de­
sign. Light for the probe comes from the blue and green lines 
of an argon-ion laser with scattered light collected in off-axis 
backscatter. The measured velocity components are mutually 
orthogonal, and the probe volume is roughly spherical with a 
diameter of approximately 55 /um. The probe was positioned 
inside the model with all beams passing through the window 
as shown in Fig. 2. In this way the flow is undisturbed by the 
presence of the probe. The probe was mounted to the frame of 
the model on a two-component traverse which could be re­
motely positioned ±2.5 cm in both the axial and radial direc­
tions. Positioning in the circumferential, or cj), direction was 
accomplished by rotating the model about its primary axis. The 
Doppler frequency of the LDV signals was analyzed using three 
Macrodyne model FDP3100 frequency domain signal proces­
sors operating in coincidence mode. 

Polystyrene latex (PSL) spheres 0.7 /xm in diameter were 
used to seed the flow. The seed was suspended in ethanol and 

N o m e n c l a t u r e 

Cf = skin-friction coefficient, 
Tj{pUll2) _ _ 

k = turbulent kinetic energy, («^ + v^ 
+ w ' ) /2 

L = length of model, 1.37 m 
Re =\Reynolds number, U«,Llv 
u* = friction velocity, •Jr^/p 
U = velocity component in the plane 

tangent to the model surface, paral­
lel to the wall-flow angle 

Ui, = total velocity at the edge of the 
boundary layer 

[//, = velocity component in the plane 
tangent to the model surface, paral­
lel to the flow angle at the bound­
ary-layer edge 

f/„ = wind tunnel freestream velocity 
V = velocity component perpendicular 

to the model surface (+ outward) 
= velocity component in the plane 

tangent to the model surface, per­
pendicular to the wall-flow angle 

= axial distance from the nose of 
model 

= perpendicular distance from the 
model surface. 

0 = flow angle, in plane perpendicular 
to y, from the axial direction (posi­
tive in the windward direction) 

jg = flow gradient angle 

W 

y 

"/r = turbulent shear stress angle 
e = dissipation of turbulent kinetic 

energy 
6 = boundary-layer streamwise-mo-

mentum thickness 
1/ = kinematic viscosity 
p = density 

r„ = wall shear stress 
6 = boundary-layer thickness ((//,,/ U^ 

= 0.99) 
(j) = circumferential angle, from wind­

ward side 
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Fig. 2 3-D, fiber-optic, boundary-layer LDV probe placed inside the prolate spheroid 

introduced into the flow using two air-atomizing paint spray 
nozzles placed just downstream of the turbulence-reducing 
screens. The arrangement of the two nozzles produced a local­
ized region of seeded flow extending a minimum of 10 cm on 
all sides of the model. This arrangement causes some increase 
in the freestream turbulence; the increase, however, is below 
the measurement resolution of this instrument, and has not been 
quantified. 

All tests were performed at a 10° angle of attack and with a 
Reynolds number based on the model length and free-stream 
velocity of 4.20 X 10*. Surface oil flow visualizations by Ahn 
(1992) indicated that the primary separation begins approxi­
mately atx/L = 0.600, </) = 145°. Boundary-layer profiles were 
therefore measured at xlL = 0.400 and 0.600 from </> = 90° to 
</) = 180° in 10° increments in order to examine the conditions 
leading to separation. Ahn's oil-flows also showed the separa­
tion to be well developed by xlL = Qil&l, with the convergence 
of flow lines indicating the separation line at </) = 123 deg. 
To examine the development of the flow about the primary 
separation, boundary-layer profiles were measured at xlL = 
0.752 and 0.762 at <̂  = 120, 123, and 125 deg, and at 0.772 at 
0 = 105 to 130 deg in 5 deg increments, plus at <̂  = 123 
deg. This paper will concentrate primarily on the measurements 
about xlL - 0.762, ^ = 123 deg, where the measurements 
are sufficiently clustered to allow the evaluation of all spatial 
derivatives. 

Each boundary-layer profile consisted of from 14-17 radial 
locations, from less than 0.01 cm from the model surface out 
to the boundary-layer edge. At each of these locations, 16,384 
coincident 3-D velocity realizations were acquired. 

Uncertainty Estimates 
Uncertainty estimates for the measurements presented here 

are listed in Table 1. It should be noted that turbulence quantities 

Table 1 Uncertainty estimates 

Term Uncertainty Term Uncertainty •§ 

Ui 
u] 
UiUj 

u] 
ujUj 

/3 
P. 
Cf 

0.005 \U\ 
2% 

0.05 (M?)''^ 
0.05 uj (ujy"-
0.7° 
1.5° 
4% 

78 
Tr 
Convection 
Production 
Diffusion 
Dissipation 
Vise, diff. 

1.1° 
4° 
20% 
20% 
20% 
20% 
40% 

at the edge of the boundary layer are limited by a minimum 
measurable turbulence intensity of about 1.5 percent, and that 
the TKE terms at the point measured closest to the wall are of 
higher uncertainty due to the high uncertainty of calculating 
one-sided derivatives. 

Motion in the radial direction was powered by a rotary-en­
coded servo-motor, and repeatability of the radial positioning 
was found to be better than ±0.008 mm. Positioning of the 
measurement volume in the circumferential direction was mea­
sured with a sting-mounted index and was accurate to within 
0.1 deg. 

Results 

Measured Flow Quantities. Boundary-layer measure­
ments are presented here in a wall-collateral coordinate sys­
tem—with the V-velocity component perpendicular to the 
model surface and positive outward, U perpendicular to V and 
in the direction of the mean velocity at the wall, and W complet­
ing the right-hand rule. For this measurement set, flow with a 
positive W component is in the windward direction. 

Plots of the mean-velocity profiles are shown in Fig. 3. The 
average quantities displayed in these plots are not strictly nu­
merical averages of the approximately 16,000 velocity realiza­
tions at each measurement point, but are rather averages with 
two statistical corrections applied. The first of these is a correc-
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Fig. 4 Reynolds normal stress profiles, x/L = 0.762 Fig. 6 Third moments of velocity, x/L = 0.762, 0 = 123 deg 

tion for velocity bias. To correct for velocity bias, individual 
particle velocity realizations are averaged using a weighting 
factor of 1 over the total measured velocity, as originally sug­
gested by McLaughlin and Tiederman (1973). That is, an in­
verse-velocity weighting scheme is employed. The second sta­
tistical correction is intended to compensate for flow gradients 
across the measurement volume. These gradients become sig­
nificant near the wall, and cause the measured turbulence inten­
sities to be higher than what would be measured with an infi­
nitely small probe volume. To correct for this "gradient broad­
ening," all computed components are corrected by a scheme 
similar to that of Durst et al. (1992). 

Also, the radial position of the measurements has been cor­
rected for errors in setting the zero (wall) position by a scheme 
discussed in the section on skin-friction calculation. 

The measurements at </> = 120 deg are on the attached side 
of the primary separation line, and the measurements at <̂  = 
125 deg lie within the separated region of the flow. The mea­
surements at 4> = 123 deg are, according to the work of Ahn 
(1992), very near the separation line. None of these profiles 
exhibit reverse flow as one would see in two-dimensional sepa­
rated flows. This is to be expected since, as was noted above, 
the skin friction does not usually vanish in 3-D separated flows. 
The profiles at 123 and 125 deg merely exhibit more moderate 
gradients near the wall and greater flow turning than the profile 
at 120 deg. 

Plots of the Reynolds normal stresses are shown in Fig. 4. 
From Fig. 4 it can be seen that the maximum value of the 

normal stress occurs quite far down in the boundary layer, at 
approximately y^ = 12. The normal stress is dominated by 
uu, with w becoming negligible near the wall. 

Plots of the Reynolds shear stresses are shown in Fig. 5. The 
dominant shear stress, —Tiv, is near the expected value of 1 
(when normalized by u*^) from 30 < _y* < 500. The -vw 
shear stress is near zero near the wall—where the flow is 
aligned with the coordinate system—and becomes comparable 
in magnitude to —Tw for y''' = 600, where a considerable cross 
flow exists. The —uw shear stress behaves similarly to -vw. 
The DNS study of Moin et al. (1990), in which a three-dimen­
sional turbulent channel flow experiences a sudden, transverse 
pressure gradient, found that -uw became quite large—up to 
three times the magnitude of -MV—as the flow became three 
dimensional. Clearly that is not the case here. If the boundary-
layer profiles shown here are plotted in a local-freestream coor­
dinate system, however, -liw can indeed become quite large. 
It seems then that the large value of -uw observed in some 
3-D flows may say more about the choice of coordinate system 
than about the structure of the flow. Moin et al.'s choice of a 
coordinate system aligned with the initial, 2-D flow is one which 
will enhance the value of —uw near the wall compared to a 
wall-flow-oriented coordinate system. 

Plots of all velocity triple products at </> = 123 deg are shown 
in Figs. 6, 7, and 8. Knowledge of these terms is necessary to 
evaluate turbulence models utilizing equations for any of the 
Reynolds stresses. Here, they will be used to evaluate the turbu-
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lent diffusion_term of the TKE equation. As can be seen from 
these plots, u^ becomes quite large and positive near the wall, 
apparently due to the wall's Hmiting influence on the magnitude 
of negative u events. The quantity uw^, which appears in 
the turbulent transport term of the uw equation is several times 
larger than uv^, which appears in the turbulent transport 
term of the uv equation, suggesting that the turbulent structure 
is changing rapidly in the third dimension near the separation 
line. 

Calculated Flow Quantities. 
layer profiles were integrated by 

The measured boundary-

where Uf^ is the streamwise component of the velocity in the 
local-freestream coordinate system, to obtain the boundary-
layer streamwise momentum thickness, d. The resulting mo­
mentum-thickness Reynolds numbers, Re^, are presented in 
Fig. 9. 

In order to calculate the skin friction, the velocity profiles 
were fitted to a Spalding-type wall law 

with the constants E 
substitutions 

(3) 

= 8.323 and K = 0.41, and with the 

_U_ y + ^y Re, 9. (4) 

This equation satisfies the continuity equation requirements 
(Rotta, 1962) that u^ - y'^ vary as y '̂* nearest the wall while 
u^ approaches a semi-logarithmic form for large y*. In this 
way, the skin-friction coefficient (and the term Ay, which is a 
term correcting for any error in the traverse zero point) can be 
calculated from a least squares fit of this equation to the mea­
sured U/Ue versus y/L pairs. This equation is, strictly, only 
applicable to 2-D flows, so for these 3-D profiles, only the 
points measured within the collateral wall region are used for 
the least squares fit. 

The magnitude of the measured skin-friction coefficient, Q, 
is plotted in Fig. 10, and the direction of the flow at the wall 
relative to the axial direction, ^0^, is plotted in Fig. 11. Q has 
been normalized by the wind tunnel velocity, U«,, to make com­
parisons between different measurement locations more conve­
nient. It can be seen in these figures that, as the flow moves 
downstream, the wall flow angle becomes more positive and 
the skin friction coefficient decreases. Over the range of circum­
ferential angles measured at x/L = 0.752 through 0.772, there 
is no local minima or maxima in either of these quantities. 
However, at x/L = 0.772 there is a small kink in both the 
profiles of Qand /3,v at </> = 123 deg. Since this is approximately 
the point of the primary separation, it is believed that these 
kinks are due to the separation. The kinks in these profiles are 
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Fig. 9 Momentum-tlilcl<ness Reynolds number 
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small, however, and the possibility exists that they are just 
artifacts of the measurement uncertainty. It should be noted 
that extrema in skin friction, wall flow angle, and momentum 
thickness should not be expected at the separation line; these 
extreina normally lag the 3-D separation line. 

At x/L = 0.600 there are very clear local extrema in the 
wall-flow angle and skin friction, as well as in the momentum 
thickness. These local extrema are not, however, coincident in 
4>. The maximum wall flow angle lags (is at higher (p than) the 
minimum skin friction line by approximately 15 deg. The point 
of maximum momentum thickness is approximately halfway 
between the minimum skin friction and the maximum waU-flow 
angle. The location of the minimum skin friction, at approxi­
mately <̂  = 145 deg, agrees quite well with that found by 
Kreplinetal. (1985). 

At x/L = 0.400 there are local extrema in momentum thick­
ness and in skin friction, but not in the wall flow angle. The 
wall flow angle increases continuously from 0 = 90 to 180 
deg. The point of maximum momentum thickness lags the point 
of minimum skin friction by about 20 deg. The point of mini­
mum skin friction, at approximately (j) = 150°, is slightly dis­
placed from the value of 0 = 160 deg found by Kreplin et al. 

Plots of the flow angle, /3, the flow-gradient angle, jg, and 
the turbulent-shear-stress angle, 7r> at x/L = 0.762, </) = 123 
deg are shown in Fig. 12. The flow-gradient angle is different 
from the shear-stress angle over most of the boundary layer. 
As was noted in the introduction section, this implies that the 
eddy viscosity can not be assumed to be isotropic. The second, 
and perhaps more interesting feature of Fig. 12, is that though 
7g approaches /3„ as the wall is approached, y^ does not. Even 
at the wall, y^ lags the flow angle (note that at this location the 
flow is turning to the windward side). Similar results have been 
seen in the experimental study of the boundary layer near a 
wing-body junction of Olgmen and Simpson (1995), and the 
3-D DNS study of Moin et al. (1990). 

TKE Budget. Since the boundary-layer profiles are closely 
spaced about x/L = 0.762, 4> = 123 deg, it is possible to 
evaluate most of the terms of the TKE equation at this location. 
The TKE equation for steady flow can be written as 

„ dk d 
Uj— + — 

dxj dXj 

U,p r \ dUi 

' ' ' dXj 

d I dUi du, 
+ e — u — Ui 1 

dXj \ dXj dxt 

In this form, the terms from left to right are convection of TKE, 
diffusion, production, dissipation, and viscous diffusion. 
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With the data available in this study, the convection and 
production terms can be evaluated exactly as can, with a little 
manipulation, the viscous-diffusion term. The diffusion term 
can not be fully evaluated due to the presence of the pressure-
velocity term; however, if the pressure-velocity term is assumed 
to be small—an assumption supported by the DNS data of 
Spalart (1988) —then the diffusion term can be evaluated. The 
dissipation of turbulent kinetic energy, e, was then found by 
summing the other terms. 

The TKE budget calculated in this way is shown in Fig. 
13. Clearly, the budget is dominated by the production and 
dissipation terms over most of the boundary layer. The diffusion 
and viscous diffusion terms become significant near the wall, 
but at the closest measured point to the wall, y"̂  = 7, these 
terms are still considerably smaller than the production and 
dissipation. This can be seen more clearly in Fig. 14, where the 
terms of the TKE equation have been normalized by the value 
of the dissipation at each y"̂  location. In this plot it can be seen 
that there is a balance between production and dissipation for 
20 < y* < 1000. The diffusion and viscous-diffusion terms 
both become significant below y'^ = 30, their sum rising to 
approximately 50 percent of the value of e at y "̂  = 7. Convection 
is small over most of the boundary layer, becoming significant 
only above y^ = 800. These trends are quite similar to those 
seen in the DNS study of Spalart (1988). 

One interesting item which can be calculated from these data 
is the relative contribution of terms normally neglected in the 
modeling of turbulent boundary layers. In Fig. 15, it can be 

c 
(3 
O 

0 (5) ^ 

Fig. 14 TKE budget, normalized by e, x/L = 0.762, (̂  = 123 deg 
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Fig. 15 Sources of TKE production, x/L = 0.762, <̂  = 123 deg Fig. 17 Dissipation of TKE, x/L = 0.762, (̂  = 123 deg 

seen that the terms in the turbulent kinetic energy production 
containing x and z derivatives become a significant portion of 
the total production above 3)* = 100, as do the terms containing 
Reynolds normal stresses. The terms containing x and z deriva­
tives account for approximately 40 percent of the total produc­
tion at y"̂  = 1000, while the terms containing Reynolds normal 
stresses account for better than 20 percent of the total production 
at this same location. It is not clear, however, if the large magni­
tude of these terms is a result of the close proximity of these 
measurements to the 3-D separation, or is a general feature of 
turbulent boundary layers. Similar measurements at locations 
away from separation should help resolve this question. 

Figure 16 shows the measured diffusion of TKE and the 
diffusion predicted by two models for this term. The first of 
these models is the Prandtl energy method (Schetz, 1993), in 
which the diffusion of TKE is calculated as 

TKE Diffusion = 
dy \(Tjc dy 

(6) 

where VT is the turbulent eddy viscosity and an is the turbulent 
Prandtl number. Equation 6 was solved for the data at x/L = 
0.762, 4> = 123 deg using the generally accepted value for UK 
of I and an experimentally determined turbulent eddy viscosity. 
The second model shown in Fig. 16 is the model of East and 
Sawyer (1979): 

0.05 
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y ^ • 
\ A / / 

JXJ 
— • - Diffusion 
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East & Sawyer 
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1000 

TKE Diffusion = 
dy 

0.8/ — k"^ 
dy 

(7) 

where / is the mixing length. Equation (7) was solved for this 
location using East and Sawyer's formula for the mixing length 

= 0.0757 -
Y^ + 1 

F = 5 ^ (8) 

The results of these two calculations show that both models 
yield only a gross approximation of the turbulent diffusion in 
this flow. There is little to distinguish either of these models 
for this flow. The Prandtl energy method yields numbers closer 
to the measured diffusion below y^ = 30, while the model of 
East and Sawyer better predicts the region of positive diffusion 
measured aty^ = 100. 

The behavior of the dissipation is detailed in Fig. 17. A 
relatively simple analysis of the TKE equation—starting with 
the assumptions that the shear is relatively constant through the 
boundary layer and equal to T„, that a log region in the M* vs. 
y'^ curve exists with a slope 1/K, and that the production equals 
the dissipation—leads to the conclusion that e = l/zcy* in the 
log region. This line is plotted on Fig. 17 along with the mea­
sured dissipation. The measured dissipation follows the shape 
of this line, but exceeds the value predicted by this analysis. It 
is not clear, however, if this analysis applies to this flow situa­
tion, since 3-D flows do.not generally follow the same wall law 
as 2-D boundary layers (Ol9men and Simpson, 1992). 

Also shown in Fig. 17 is the dissipation predicted from the 
model 

Co-
I 

(9) 

Fig. 16 Diffusion of TKE, x/L = 0.762, (̂  = 123 deg 

where Co is a constant equal to 0.08 and / is a length scale. To 
calculate the line shown in Fig. 17, an experimentally deter­
mined mixing length times the factor Cp'' was used for /. This 
model predicts the dissipation admirably well above y ^ = 80. 
Below this point, however, the dissipation is greatly overpre-
dicted. 

Summary and Conclusions 

The flow about a 6:1 prolate spheroid at 10 deg angle of 
attack was investigated using a novel, miniature, 3-D LDV. This 
probe was used to obtain high-accuracy, high-spatial-resolution 
measurements of all three velocity components—as well as all 
Reynolds stresses and all velocity triple products—from closer 
than y ̂  = 7 out to the boundary-layer edge. 
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Measurements were made of boundary-layer profiles at xlL 
= 0.400, 0.600, 0.752, 0.762, and 0.772. Profiles at the latter 
three measurement stations were in the vicinity of a three-di­
mensional separation. Velocity measurements were spaced 
close to the wall in each boundary-layer profile, and were used 
to calculate the skin friction on the prolate spheroid through a 
fit to a wall law. 

Measurements of the flow angle, P, the flow-gradient angle, 
T/g, and the turbulent-shear-stress angle, y^ show that there is 
a substantial lag in the direction of y^ and jj with respect to 
p. The lags in these quantities are not equal, implying that 
turbulence models which use an isotropic eddy viscosity do not 
adequately describe the behavior of three-dimensional boundary 
layers. Moreover, the measurements show that, although jg 
approaches P at the wall, there can be a significant difference 
between jr and /3 at the wall. 

Measurements about xlL = 0.762, (̂  = 123 deg, a point very 
near the three-dimensional separation, were used to calculate the 
balance of turbulent kinetic energy at this station. The quality of 
data and the close spacing of measurements allowed nearly all 
terms of the TKE equation to be evaluated. 

With this TKE balance, it was shown that terms frequently 
neglected in the modeling of TKE can account for a substantial 
portion of the production for y"̂  > 100. It is not presently 
clear, however, whether the large magnitude of these terms is 
a general characteristic of boundary layers or is caused by the 
close proximity of these measurements to the 3-D separation. 

Several models for the diffusion and dissipation of turbulent 
kinetic energy were compared to the measured values of these 
terms. It was found that these models only grossly approximated 
the behavior of these terms near the wall. 

Data Bank Contribution 

Data presented here, along with additional data upon which 
the calculated quantities presented here were based, are being 
placed in the Journal of Fluids Engineering data bank. The 
data include all time-averaged velocity terms (first through third 
order), calculated skin friction and momentum thickness, and 
the calculated TKE budget terms. 
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High Freestream Turbulence 
Effects on Turbulent 
Boundary Layers 
High freestream turbulence levels significantly alter the characteristics of turbulent 
boundary layers. Numerous studies have been conducted with freestreams having 
turbulence levels of 7 percent or less, but studies using turbulence levels greater 
than 10 percent have been essentially limited to the effects on wall shear stress and 
heat transfer. This paper presents measurements of the boundary layer statistics for 
the interaction between a turbulent boundary layer and a freestream with turbulence 
levels ranging from 10 to 20 percent. The boundary layer statistics reported in this 
paper include mean and rms velocities, velocity correlation coefficients, length scales, 
and power spectra. Although the freestream turbulent eddies penetrate into the bound­
ary layer at high freestream turbulence levels, as shown through spectra and length 
scale measurements, the mean velocity profile still exhibits a log-linear region. Direct 
measurements of total shear stress (turbulent shear stress and viscous shear stress) 
confirm the validity of the log-law at high freestream turbulence levels. Velocity 
defects in the outer region of the boundary layer were significantly decreased resulting 
in negative wake parameters. Fluctuating rms velocities were only affected when the 
freestream turbulence levels exceeded the levels of the boundary layer generated rms 
velocities. Length scales and power spectra measurements showed large scale turbu­
lent eddies penetrate to within y* = 15 of the wall. 

Introduction 

Highly turbulent freestream effects on boundary layer flows 
are relevant in such flow geometries as along gas turbine blades, 
in heat exchangers, and in combustors. It is well-documented 
that freestream turbulence levels of 7 percent and less, increase 
skin friction and heat transfer. More recently, studies of in­
creases in skin friction and heat transfer due to high freestream 
turbulence have been extended to turbulence levels much 
greater than 10 percent. However, there has been little study of 
the detailed characteristics for a boundary layer affected by 
turbulence levels above 10 percent, such as mean and rms levels, 
correlation coefficients, power spectra, and length scales. This 
paper presents these detailed characteristics for high freestream 
turbulence levels ranging between 10 percent < Tu < 20 per­
cent. 

There have been numerous studies of freestream turbulence 
effects on boundary layers, dating back to Kestin (1966), in 
which grids were used to generate turbulence levels up to 7 
percent. The primary objectives of these past studies have been 
from a practical standpoint of finding parameters to correlate 
increases of skin friction and surface heat transfer. These in­
creases were generally correlated as a function of turbulence 
level (Tu) alone. Later, Hancock and Bradshaw (1983) and 
Blair (1983) showed that increases in skin friction best scaled 
using a combination of turbulence level and turbulence length 
scale (L") in terms of a /? parameter defined as. 

P-
Tu(%) 

(1) 

Hancock and Bradshaw (1983) and Blair (1983) also showed 
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that as freestream turbulence levels start to increase, the outer 
regions of the velocity boundary layers exhibited a depressed 
wake region. At a turbulence level of Tu = 5.3 percent, the 
wake region was essentially nonexistent. 

Both the Hancock and Bradshaw (1983) and Blair (1983) 
studies, as well as other grid-generated turbulence studies, have 
presumed that the log-law was valid for a boundary layer influ­
enced by freestream turbulence levels of Tu = 7 percent or less. 
Hence, the wall shear stress for these studies were obtained 
from Clauser fits of the near-wall velocity profile. In a later 
study, Hancock and Bradshaw (1989) measured various terms 
in the turbulent energy transport equation to determine whether 
there was local equilibrium between production and dissipation 
in the near-wall region. Bradshaw (1978) had presented argu­
ments that the log-law holds when there is local equilibrium in 
the near wall-region. For a freestream turbulence level of 4 
percent, Hancock and Bradshaw found that near the wall there 
was a definite increased loss of turbulent energy by diffusion. 
Although this loss increased with freestream turbulence, it was 
still small relative to the production and dissipation terms. 
Hence, the boundary layer influenced by turbulence levels of 4 
percent was found to be in local-equilibrium. Although this 
energy balance supports the validity of the log-law for the lower 
turbulence freestream turbulence levels, the question still re­
mains whether the boundary layer stays in equilibrium at turbu­
lence levels above 4 percent. 

Conditional sampling studies were included in the Hancock 
and Bradshaw (1989) freestream turbulence study and were 
also performed by Chamay, Mathieu, and Comte-Bellot (1976). 
In these conditional sampling studies, the boundary layer fluid 
was thermally tagged through the use of a heated test plate. By 
thermally tagging the boundary layer fluid, a distinction could 
be made between the turbulence statistics associated with the 
boundary layer and freestream fluid elements. Hancock and 
Bradshaw used conditional sampling analyses to study turbulent 
stress statistics within the hot boundary layer fluid and the cold 
freestream fluid. Of particular interest was that, for low free-
stream turbulence, /?„v correlation coefficients for the freestream 
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fluid which penetrates well within the boundary layer are quite 
large. However, for higher freestream turbulence levels, the Ruv 
correlation coefficients for freestream fluid decreased substan­
tially. Charnay et al. had a significant difference in the way that 
fluctuating velocity components were defined. Charnay et al. 
defined the fluctuating components relative to the hot or cold 
zone average, while Hancock and Bradshaw defined the fluctu­
ating components relative to the total time average. With this 
difference, Charnay et al. found that the freestream fluid had a 
relatively low /?„„ correlation coefficient with similar levels for 
freestream turbulence levels ranging from Tu = 0.3 to 4.7 per­
cent. Charnay et al. also showed a significant downward zonal 
mean velocity for the freestream fluid relative to the boundary 
layer fluid. The magnitude of this relative downward mean ve­
locity increased with increasing turbulence level. Comparing the 
results of Charnay et al. with those of Hancock and Bradshaw 
indicates that the high /?„„ correlation coefficients found by Han­
cock and Bradshaw was due to a general downward velocity 
of the freestream fluid penetrating into the boundary layer. The 
/?„„ correlation coefficient decreased with increasing turbulence 
levels because the increased streamwise velocity fluctuations 
within the freestream fluid were uncorrelated with the general 
downward movement. These results were important because the 
general downward movement of the penetrating freestream fluid 
is identified as a key transport mechanism. 

More recently, there have been studies using devices other 
than grids to generate turbulence levels greater than 7 percent. 
Ames and Moffat (1990) used a combustor-simulator to gener­
ate turbulence levels up to 19 percent. Thole and Bogard (1994) 
used high-velocity cross Jets to generate turbulence levels up 
to 20 percent, while Maciejewski and Moffat (1989) used a 
free jet directed over a flat plate to generate turbulence levels 
up to 60 percent. Both the Ames and Moffat and the Thole and 
Bogard studies investigated several different parameters, based 
on freestream turbulence level and length scale, for correlating 
skin friction and heat transfer. 

To date, the interaction between high freestream turbulence 
levels and turbulent boundary layers for these higher freestream 
turbulence levels has not been fully investigated. An important 
issue to be addressed for these types of flows is the validity of 
the log-law. In addition, there is no data available on how the 
velocity correlation coefficient (Rm), length scales, and power 
spectra are affected inside the boundary layer as a result of the 
highly turbulent freestream. These items are addressed in this 
paper for freestream turbulence levels ranging between 10 per­
cent < Tu < 20 percent. 

Experimental Facilities and Instrumentation 
The facility used for the experiments in this paper included 

a closed-loop, boundary layer wind tunnel in the Turbulence 
and Turbine Cooling Research Laboratory at the University 

Air Flow 
from 

Secondary. 
Blower 

Fig. 1 Schematic of the wind tunnel test section and the turbulence 
generator 

of Texas at Austin. This section briefly describes the facility, 
including the turbulence generator, as well as the instrumenta­
tion used fdr these studies. 

Flow for the closed-loop wind tunnel was driven by a 5-hp 
fan and adjusted using a frequency-modulated motor controller. 
Flow conditioning upstream of the test section consisted of a 
honeycomb section followed by four fine mesh screens. Follow­
ing these screens was a 9:1 area contraction which was then 
followed by the test section. Figure 1 is a schematic of the test 
section which was 244 cm in length, 61 cm in width, and 15.2 
cm in height. 

As indicated in Fig. 1, the initial 60 cm of the test section was 
occupied by the turbulence generator. Details of the turbulence 
generator are presented in Thole, Whan-Tong, and Bogard 
(1994). The design of the turbulence generator consisted of a 
row of small, high-velocity, normal jets injecting into the cross-
flow mainstream as shown by the inset in Fig. 1. The diameter 
of the jet holes were 5.08 mm in diameter. The jet holes were 
spaced three diameters apart and had a length-to-diameter ratio 

Nomenclature 

D = jet hole diameter 
E„ = streamwise velocity power spec­

tral density 
/ = frequency 

L" = dissipation length scale, L" = 

Reo = Reynolds number based on hole 
diameter 

Re^ = turbulent Reynolds number, 
kgU' /V 

Ree = Reynolds number based on mo­
mentum thickness 

R„y = correlation coefficient, Tw/u'v' 

Tu = turbulence intensity (%), u'/U«, 
u' = RMS velocity in streamwise direc­

tion 
u"̂  = nondimensional velocity, u/ur 
MT = friction velocity, VT„/p 
U = mean streamwise velocity 

[/„ = mainstream velocity in streamwise 
direction 

mi = turbulent shear stress 
V' = RMS velocity in normal direction 
w' = RMS velocity in the lateral direc­

tion 
X = streamwise distance 

y = vertical distance 
y* = nondimensional vertical dis­

tance, yurlv 
P = correlation parameter, 
6 = boundary layer thickness, 99 

percent point 
K = von Karman constant 

A/ = streamwise integral turbulent 
length scale 

6 = momentum thickness 
Ttotai = total shear stress, (n(dU/dy) 

pm) 
Tiog-iaw = wall shear stress determined 

from the log-law 
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Fig. 2 Streamwise decay of turbulence for streamwise, vertical, and 
combined fluctuating velocities 

of 2.5. The jet holes were located 57.5 hole diameters upstream 
of the leading edge of the test plate. To achieve the turbulence 
levels of interest, the jet-to-mainstream velocity ratio was 17, 
and the jet Reynolds number was Re/, = 1700. Mass addition 
from the normal jets into the mainstream was 20 percent, and 
the mainstream velocity downstream of the generator was nomi­
nally 8 m/s. 

The mean and rms velocities as well as the mi correlation 
measurements were made using a Thermal Systems Inc. (TSI) 
two-component LDV system with frequency shifting. The opti­
cal axis of the two component LDV system was inclined slightly 
to obtain measurements close to the wall. Consequently, v-com-
ponent measurements were actually inchned at an angle of 10° 
from the true vertical which caused a bias error of 2 to 6 percent 
of the V' measurement due to contamination by w' fluctuations. 
Measurements of simultaneous U and V components of velocity 
were required to be coincident within a 10 /us window. Incense 
smoke, filtered to remove inherent tar particles, was used to 
seed the flow with a particle diameter slightly smaller than 1 
nm. The velocity data was corrected for velocity bias errors 
using residence time weighting (Edwards, 1987). Care was also 
taken to insure that the large frequency range of the Doppler 
signal for a highly turbulent flow was measured over a range 
of flat frequency response for the counter filters. 

Integral time scales and power spectra were obtained from 
hot-wire measurements of the streamwise velocity fluctuations. 
Power spectra were obtained from a spectrum analyzer. The 
integral time scales were calculated directly from correlations of 
the digitized hot-wire measurements, or from the power spectra 
extrapolated to zero frequency (Hinze, 1975). 

ment of the boundary layer thickness 6 (based on interpolating 
the point at which the mean velocity was 99 percent of the 
freestream) was difficult because of the relatively flat velocity 
profiles and larger uncertainties for the freestream velocity esti­
mate. The uncertainty of the 6 estimate was 2 percent for low 
freestream turbulence and 10 percent for high freestream turbu­
lence. 

Statistics of the Freestream Turbulence Field 
Turbulence levels produced by the normal jets-in-crossflow 

turbulence generator are shown in Fig. 2 as a function of stream-
wise distance measured from the jet holes. The test plate starts 
29 cm downstream from the jet injection (x/D = 57.5) with a 
sharp leading edge. At 8 cm downstream from the start of the 
leading edge, a 2.4 mm rod was placed to insure a turbulent 
boundary existed for the low and high freestream turbulence 
cases. The region of interest for these tests was from 66 cm to 
152 cm downstream of the jet injection (x/D = 130 to 300). At 
the x/D = 1 3 0 location, the mean velocity field was relatively 
uniform. The turbulence level was Tu = 20 percent at x/D = 
130 and decayed to a level of Tu = 9 percent at x/D = 300. 
Figure 2 shows both the streamwise and vertical rms velocity 
components and, as indicated, the turbulent field is slightly non-
isotropic. The decay rate for the freestream turbulence compares 
well with the theoretical decay rate for homogeneous, isotropic 
turbulence (Hinze, 1975). 

The streamwise turbulent integral length scales (Aj), the dis­
sipation length scales (L", defined by Townsend, 1956), and 
the power spectra for the streamwise velocity fluctuations (£„) 
were also documented for this highly turbulent freestream. The 
integral length scales were deduced from the measured integral 
time scales and mean velocities invoking Taylor's hypothesis. 

Figure 3 shows the streamwise growth of the integral and 
dissipation scales normalized by the jet hole diameter for the 
highly turbulent flow field. Both Blair (1983a) and Simonich 
and Bradshaw (1978) indicated that there was a fixed value for 
the ratio of dissipation to integral length scales. In these two 
grid-generated turbulence studies, Blair (1983) reported a ratio 
of L"/Af = 1.5, whereas Simonich and Bradshaw (1978) re­
ported a ratio of L"/A/ = 1.1. However, Comte-Bellot and 
Corrsin (1971) show results for grid-generated turbulence indi­
cating a range for this ratio of 1.3 < L"/Af < 1.7. Also, in the 
turbulent flowfield generated by a combustor simulator, Ames 
and Moffat (1990) reported a range of length scale ratios of 
1.6 < L"/A/ < 2.6. In the study described here, the dissipation 
length scales and the integral length scales were similar, as 
shown in Fig. 3, with a length scale ratio of 1.1 < JL"/A/ < 
1.4 over the region of interest. 

Uncertainty Estimates 
Precision uncertainties for all measurements were determined 

statistically using a series of repeatability tests. Mean and rms 
velocity measurements were made using a sample time of about 
60 s. This resulted in precision uncertainties for mean velocities 
of 1.2 percent in the freestream and 2.3 percent in the near-
wall region, and for rms velocities of 1.2 percent in the free-
stream and 3 percent in the near-wall region. Bias errors for 
the LDV measurements, including residual errors after velocity 
bias corrections, uncertainty in fringe spacing, and frequency 
variations in electronic filtering, resulted in less than 3 percent 
bias uncertainty for the mean velocity. Uncertainty for the fric­
tion velocity, Ur, was dominated by the uncertainty for the 
mean velocity measurement which caused a similar 3 percent 
uncertainty for M .̂ Repeatability tests indicated nominally 5 
percent uncertainty for correlation coefficient, i?„„, measure­
ments, and nominally 5 percent uncertainty for the integral 
length scales. For the highly turbulent cases, accurate measure-
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Fig. 3 Streamwise Integral and dissipation turbulent length scales for 
the high turbulent flowfieid 
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Fig. 4 Energy spectra of freestream turbulence as compared with the 
von Karmdn Spectrum 

Of particular importance, in terms of the effect of the free-
stream turbulence on the boundary layer, was that the ratio of 
integral length scale to the boundary layer thickness. The inte­
gral scale of the freestream turbulence relative to the boundary 
layer thickness was approximately Af/6 = 2 for most of the 
data analyzed. This ratio of the integral scale to boundary layer 
thickness was significantly larger than the integral scale of tur­
bulence self-generated in the boundary layer for negligible free-
stream turbulence (discussed later in this paper). For negligible 
freestream turbulence, the wall generated turbulence length 
scale to boundary layer thickness was found to be Af/6 = 0.4 
through most of the boundary layer. 

All high freestream turbulence positions had a nominal Reyn­
olds number of Re« = 600, and these data were compared to 
data from a low freestream turbulence boundary layer which 
also had Re^ = 600. For the low freestream turbulence boundary 
layer, the boundary layer and momentum thicknesses were 6 = 
18 mm and 0 = 1.8 mm, respectively. For the high freestream 
turbulence conditions, the boundary layer had a constant thick­
ness of nominally 6 = 20 mm, and a constant momentum thick­
ness of nominally 6 = 1.2 mm along a streamwise distance of 
65 cm. With the constant momentum thickness, a momentum 
integral analysis indicates that a significant pressure gradient 
exists in the flow. Although the freestream velocity was kept 
nominally constant, Ames and Moffat (1990) showed that for 
decaying freestream turbulence levels, similar to that in this 
study, there was a significant decay in the total pressure of the 
flow. In fact they found that "acknowledging a total pressure 
loss along the channel is important in producing a reasonable 
momentum balance." In a different facility, Sahm and Moffat 
(1992) found that in a region of decaying high freestream turbu­
lence levels, the boundary layer thickness and momentum thick­
ness actually decreased with streamwise distance. 

Figure 4 shows the measured power spectral density in the 
freestream for turbulence levels of Tu = 20 percent and 13 
percent as compared with the classic von Karmdn spectrum. 
These two positions have the maximum and minimum turbu­
lence Reynolds numbers in the flowfield, Re^ = 271 and Re^ 
= 159, respectively. The spectra are in good agreement with 
the von Karman spectrum and are at a sufficiently high turbulent 
Reynolds number to have a large inertial subrange. 

Effects of Freestream Turbulence on Boundary Layer 
Mean and RMS Velocities 

The wall shear stress for turbulent boundary layer flows is 
commonly determined by fitting to the mean velocity profile 
measured near the wall (known as a Clauser fit). The velocity 
profile is assumed to follow the following log-law profile: 

where K is the von Karman constant, K = 0.41, and C is a 
constant taken to be 5.0. This technique is well established for 
low freestream turbulence boundary layer flows, and has been 
assumed to be valid in previous studies with high freestream 
turbulence. For this study, we were particularly concerned about 
the applicability of the log-law since freestream turbulence lev­
els were significantly higher than most previous studies. To 
evaluate the accuracy of the log-law fit for determining wall 
shear stress, comparisons were made with measurements of the 
total stress (rtomi), i.e. viscous plus turbulent shear stress 
(fj,{dU/dy) — pTw), near the wall. The total shear stress data 
were normalized using wall shear stress determined from a 
Clauser fit to the log-law, riog-iaw The Clauser fit was done in 
the log-law region of the mean velocity profile between y^ = 
30 and y/5 = 0.2. Results from these measurements, as shown 
in Fig. 5, indicate a normalized total stress of nominally T,oiai/ 
T"log-law = 1 near the wall for all freestream turbulence levels, 
confirming the accuracy of the log-law fit in determining the 
wall shear stress. Note that a streamwise pressure gradient is 
expected for this flow due to the decaying freestream turbulence, 
but this was estimated to have less than a 5 percent effect on 
the total stress in the near wall region (y^ < 50). 

Mean velocity profiles measured in the present study and in 
previous studies by Johnson and Johnston (1989) and Ames 
and Moffat (1990) are presented in terms of inner variable 
scaling in Figure 6a. A distinct log-linear region following the 
log-law profile is evident for all freestream turbulence levels. 
This may be explained physically if one assumes that the mean 
velocity gradient near the wall (in the constant stress region) 
is proportional to a velocity scale of ( - O T ) ' " and the distance 
from the wall y, i.e., dUldy ~ (-MU)"^/y (see Gad-el-Hak 
and Bandyopadhyay, 1994). Integration of this equation results 
in the well-recognized log-law mean velocity profile. From this 
viewpoint it is important to recognize that the normalized turbu­
lent shear stress, -uv/ul, is essentially unaffected by the high 
free-stream turbulence levels in the near wall region as is evi­
dent from Fig. 5 where T,otai/riog-iaw is essentially equal to 
—uv/ul (because the viscous stress is negligible). The turbulent 
shear stress profiles are relatively unaffected by the high free-
stream turbulence levels in the near wall region because the 
level of the shear stress in the constant stress layer must be 
balanced with the wall shear stress, i.e., —Tw = ul, regardless 
of the freestream conditions. Consequently, the mean velocity 
profile remains unaffected in the log-law region even though 
the rms turbulence levels significantly increase. 
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Fig. 5 Total shear stress distribution normalized by the friction velocity 
obtained from the Clauser fit 
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Johnson and Johnston, 1989 
- u' = 2.44 In y* + 5 

10 100 1000 

Fig. 6(a) Effect of freestream turbulence on the mean velocity in terms 
of Inner variables 

(U_ 

14 

12 

10 

8 

- U ) / u 
T 

6 

4 

1 I ' 1 

.@ a 

•8 

• 0 

'A[D 

*S 
'\iS> 

' • 
• 

• 
4 

o 

D 

o 
* 0 L V ° ° 0 

• • • # • 
1 , 1 . 

1 ' 1 

Tu = 20%,Re =580 

Tu = 15%,Rej=620 

Tu = 12.5%, Rej= 610 

Tu = 10%,R(^ = 750 

Tu = 1%, ROj = 1140 

Tu=l%,Re =600 

o 
ft o 

1 .^^,^ 

-
--

-
• 

-

-

-
-

a 
0 0.2 0,4 0.6 0,8 1 

y/8 

Fig. 8(6) Effect of freestream turbulence on tlie mean velocity In terms 
of Inner variables 

Also evident in Fig. 6(a) is a significant alteration of the 
outer part of the boundary layer due to high freestream turbu­
lence. As the turbulence levels were increased, the mean veloc­
ity profiles fell below the log-law resulting in negative wake 
values. Another perspective of the effect of high freestream 
turbulence on the outer part of the mean velocity profile is 
evident from the defect velocity profiles presented in Figure 
6(b) with outer scaling for y, i.e., y/6. Clearly there is distinct 
difference between the low and high freestream turbulence 
cases, with much lower defect velocities in the outer region for 
the high freestream turbulence cases. Note there was a collapse 
of the defect velocity profiles for freestream turbulence levels 
above Tu = 12.5 percent which indicates a constant wake 
strength. 

Figure 7 shows the wake parameter, IT, as a function of the 
Hancock and Bradshaw's ^-parameter. The data included in 
Fig. 7 are results from grid-generated studies such as Johnson 
and Johnston (1989), Rtid (1985), and Hoffmann and Moham-
madi (1991). Also included are higher freestream turbulence 
measurements of Ames and Moffat (1990) and the present 
measurements. The wake parameter, 11, was determined using 
the following relation. 

[/=. I , Sur ^ 2 n 
— = - l n - ^ + C-h — (3) 

crease in wake strength with increases in /? to /9 = 2, resulting 
in a negative wake component for approximately /3 > 1. Al­
though there is scatter in the data, at values greater than (5 = 
3 the data appear to be asymptotically approaching a constant 
wake strength of O = -0 .5 . 

Figures 8(a)-8(rf) show the u' and v' velocity profiles 
plotted in terms of inner variables and outer variables. The rms 
velocity profiles for the highly turbulent flows are compared 
with those of a low turbulence (Tu = 1 percent) boundary layer 
for two different Reynolds numbers. In Figs. 8(a) and %ib), 
the data is supplemented with that of Johnson and Johnston 
(1989) for the turbulence levels of Tu = 7.5 percent (Reo = 
1230) and Tu < 1 percent (Re^ = 1450). 

Figure 8(a) shows that for turbulence levels less than Tu = 
12.5 percent, the u' velocities scale quite well with Uj in the 
near-wall region {y* < 40). However, for higher turbulence 
levels, Tu > 15 percent, the peak values of u'lu^ increase 
(u'/ur = 3.3). These profiles indicate the penetration of the 
freestream turbulence into the boundary layer very close to the 
wall. For Tu = 15 percent, u'/Ur = 2.8 throughout most of the 
boundary layer until very close to the wall where there is a slight 
increase to u'/Uj = 3.2. However, for the highest freestream 
turbulence case, Tu = 20 percent, the streamwise fluctuating 
velocity is relatively constant across the entire boundary layer 
with a value of u'/Ur = 3.3. Ames and Moffat (1990) measured 
a similar increase in u'/Ur at high turbulence levels with peak 
values of u'/Ur = 2.8 for Tu < 10.5 percent in a Reynolds 
number range of 875 < Ree < 1179, and an increase to u'/Ur 
= 3.4 for a Tu = 19 percent at a Re« = 345. 

In Fig. 8(^1) the v' profiles are shown to be substantially 
different from the u' profiles shown in Fig. 8(a) . First, scaling 
of V' with UT very near the wall is relatively good for all the 
turbulence levels. The second noticeable difference is a system­
atic decrease in u' as the wall is approached. This difference is 
more clearly seen in comparing Figs. 8(c) and &(d) where the 
u' and V' velocity profiles are plotted in terms of outer variables. 
It is evident that the v' levels are continually decreasing when 
approaching the wall, whereas the «' profiles are relatively flat 
(except very near the wall). 

The attenuation of v' levels throughout the boundary layer 
is due to the wall limitation, which is not a restriction for the 
u' velocity fluctuations. Wall effects on freestream velocity 
fluctuations were studied analytically by Hunt and Graham 
(1978) and experimentally by Thomas and Hancock (1978). 
These studies showed that a wall, which is moving with the flow 
so that there is no boundary layer, will significantly attenuate the 
normal velocity fluctuations. Figure 8(e) shows the decrease in 
v' velocity fluctuations relative to the freestream level as a 
function of distance from the wall normalized with the integral 
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length scale of the freestream turbulence. Also shown is the 
trend predicted by Hunt and Graham. The attenuation of the v' 
velocity fluctuations was found to be similar to the prediction 
of Hunt and Graham (also to the measurements of Thomas and 
Hancock, not shown) suggesting that this attenuation is due to 
the wall proximity and not caused by the boundary layer flow. 

Effects of Freestream Turbulence on Boundary Layer 

Power Spectra and Length Scales. The integral length 
scales as well as the power spectra were measured at several 

positions throughout the boundary layer. In each case, the length 
scales and power spectra for boundary layers with high free-
stream turbulence levels, Tu = 20 percent and 12.5 percent, 
were contrasted with those for boundary layers with low 
freestream turbulence, Tu = 1 percent. 

As shown in Fig. 9(a) , the integral scales for velocity fluctu­
ations were much larger for the high turbulence cases through­
out the entire boundary layer than for the low freestream turbu­
lence case. Although there was a sharp decrease in the length 
scales when approaching the wall for the higher turbulence 
cases, this decrease did not start until well within the boundary 
layer (y / i < 0.3). 

In Fig. 9{b), which shows the variation of the integral length 
scales relative to JJ"^, it is clear that even very near the wall {y* 
= 15), the velocity integral length scales for the boundary 
layers with high freestream turbulence were several times larger 
than that for a boundary layer with low freestream turbulence. 
Note that normalizing the integral length scales with the inner 
length scale, vlur, or with the distance from the wall, y, still 
resulted in the length scales for the high freestream turbulence 
cases being several times larger than for the low freestream 
turbulence case. 

Power spectra for the streamwise velocity component were 
measured to obtain more detail on the effect of freestream turbu­
lence on turbulence structure near the wall. The spectra, shown 
in Fig. 10, were measured at the same non-dimensionalized 
vertical distance from the wall (j'"'" = 15), for three different 
turbulence levels (Tu = 1 percent, 12.5 percent, and 20 percent) 
and are compared to the classical von Karman's equation for 
isotropic turbulence. These spectra are normalized using the 
integral length scale, Kf, local mean velocity, U, and the rms 
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velocity, «'. At low wavenumbers (27r//i/), the different spec­
tra collapse and agree well with the von Karman spectrum. The 
influence of the high freestream turbulence is evident in the 
larger inertial subrange as compared with the Tu = 1 percent 
case. However, for the Tu = 12.5 and 20 percent cases, the 
power spectral density is slightly above the von Kdrmdn equa­
tion in the intermediate wavenumber range. The significance of 
this will be shown in the following discussion. 
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Fig. 11 (b) Energy spectra as a function of wavenumber normalized by 
boundary layer thickness measured throughout the boundary layer in­
fluenced by a turbulence level of 20 percent 

The wavenumber at which the peak power occurs can more 
easily be seen by plotting the normalized power (f-EJu'^) 
rather than power density. The influence of the freestream turbu­
lence on the turbulence within the boundary layer was evaluated 
by comparing freestream power spectra with the power spectra 
at different positions in the boundary layer, and by comparing 
with the spectra near the wall for a boundary layer with low 
freestream turbulence. Figure 11(a) shows spectra at three dif­
ferent vertical distances, y'^ = 15, y/S = 0.8 (3;^ = 440), and 
the freestream for the Tu = 20 percent case. Also, for compari­
son, the spectrum at )>"'" = 15 for the Tu = 1 percent case is 
presented. In Fig. 11 (a) , the wavenumber has been normalized 
with the local integral scale. From this figure it is clear that 
there was a much broader frequency range for the highly turbu­
lent case than for the Tu = 1 percent case. Moreover, throughout 
the entire Tu = 20 percent boundary layer, the power spectra 
were similar to the freestream power spectrum. This suggests 
that the freestream turbulence penetrated to y* = 15, essentially 
unaffected by the boundary layer turbulence. However, Fig. 
11(a) shows a slight increase in the Tu = 20 percent power 
spectrum at wavenumber of about InfAf/U = 1 0 . The signifi­
cance of this is illustrated by normalizing the wavenumber with 
the boundary layer thickness 6, shown in Fig. l l ( ^ ) , rather 
than the integral length scale, Aj. The rational for this is that 
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Fig. 12(b) Energy spectra as a function of wavenumber normalized by 
boundary layer thickness measured throughout the boundary layer in­
fluenced by a turbulence level of 12.5 percent 

the boundary layer generated turbulence will scale with S, 
whereas A/ is representative of the large scale freestream turbu­
lence because the freestream turbulence dominates the power 
spectrum. Figure II (b) shows that when normalizing the wave-
number with 6, the spectra aiy^ = 15 at low and high freestream 
turbulence levels correspond well for l-rrfS/U s 2. Conse­
quently, the slight increase in turbulence energy at the higher 
wavenumbers may be recognized as boundary layer generated 
turbulence. However, the contribution of the boundary layer 
generated turbulence energy to the total turbulence energy is 
still quite small. 

A similar analysis was done for turbulence spectra measured 
in the boundary layer at the position where the freestream turbu­
lence level was Tu = 12.5 percent. Figures 12(a) and 12(ii) 
show the normaUzed power spectra case at four different vertical 
distances, y^ = 15, y/6 = 0.33 (y* = 200), y/6 = 0.8 (3;+ = 
480), and the freestream. Also for comparison, the Tu = 1 
percent case at a >'"' = 15 is presented. There was a similar 
large broadening of the spectra due to the high freestream turbu­
lence, and at the y/6 = 0.33 and 0.8 locations the power spectra 
were again essentially the same as the freestream spectrum. 
However, at ay^ = 15, the power spectrum was double-peaked. 
Figure 12 (fc) shows that the deviation of the spectrum at higher 
wavenumbers for the high freestream turbulence case at y * = 
15 corresponded to the Tu = 1 percent case when the wavenum­

ber is normalized with 6. Clearly, at y^ = 15 the turbulence 
energy at higher wavenumbers is boundary layer generated and 
is a significant part of the total turbulence energy. However, 
the low wavenumber freestream turbulence is still a major com­
ponent of the total turbulence energy. 

These results show that at very high freestream turbulence 
levels, the freestream turbulence significantly affects the turbu­
lence structure very near the wall. Large-scale motions are pres­
ent throughout the boundary layer as a result of high freestream 
turbulence levels. Note that the influence of freestream turbu­
lence in increasing the integral length scales and broadening 
the power spectra was particularly evident in this study because 
the length scales of the freestream turbulence were significantly 
larger than the boundary layer generated turbulence. In contrast, 
Johnson and Johnston (1989) found that freestream turbulence 
levels as high as Tu = 7.5 percent had no effect on the stream-
wise velocity spectrum aty^ = 15. Although the lower turbu­
lence level might have been a factor, the relatively small free-
stream turbulence length scale in their study (essentially equal 
to the integral scale expected for their boundary layer) probably 
resulted in spectral characteristics of the freestream turbulence 
which would be difficult to distinguish from the boundary layer 
spectra. 

Effects of Freestream Turbulence on Boundary Layer 
Correlation Coefficients 

Figure 13 shows the velocity correlation coefficients mea­
sured throughout the boundary layer for the highly turbulent 
flow as compared with the Tu = 1 percent case. For negligible 
freestream turbulence (Tu = 1 percent), the correlation coeffi­
cient measured in the near-wall region is the well-established 
Ruv — —0.45. The effect of increasing the freestream turbulence 
on R,„ was quite evident in Fig. 13 which shows a lower magni­
tude of the correlation coefficient in the outer part of the bound­
ary layer for a Tu = 12.5 percent. However, the correlation 
coefficient does rise to a magnitude of R,„ = —0.4 near the wall 
which is close to the low freestream turbulence value. However, 
for the freestream turbulence level of Tu = 20 percent, the 
magnitude of the correlation coefficient is significantly reduced 
all the way to the wall. 

Also shown on Fig. 13 are curves representing the results of 
Hancock and Bradshaw (1983). In their study, Hancock and 
Bradshaw concluded that the trends of i?„„ scaled with the fi 
parameter. Note that our data increase the range of /? to /? = 
3.7, and that there is a consistent trend of decreasing /?„„ magni­
tude with increase in ,0. The effect of the penetration of uncorre-
lated, large-scale, freestream turbulence is to reduce the velocity 

Fig. 13 Effect of freestream turbulence on velocity correlation coeffi­
cients 
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correlation coefficient. These uncorrelated, large-scale free-
stream eddies have only a small contribution to uv. 

Conclusions 
Using a unique freestream turbulence generator, the effect 

of high freestream turbulence on a two-dimensional, flat plate 
boundary layer has been studied with high freestream turbulence 
levels, 10 percent < Tu < 20 percent, significantly higher than 
most previous investigations. The freestream turbulence was 
homogeneous and approximately isotropic, and had integral 
length scales five to eight times larger than that in a boundary 
layer unaffected by freestream turbulence. 

The mean velocity profile was found to retain the log-law 
profile near the wall for all freestream turbulence levels tested, 
but the outer region of the profile was significantly altered. 
Direct measurements of total shear stress (turbulent shear stress 
and viscous shear stress) verified the validity of the log-law at 
high freestream turbulence levels. High freestream turbulence 
caused the outer part of the boundary layer to become much 
flatter, i.e. the defect velocities in the wake region were substan­
tially reduced, and the wake parameter asymptotically ap­
proached a constant value of 11 = -0 .5 for large values of the 
freestream turbulence parameter /3. 

For low freestream turbulence, the maximum streamwise rms 
velocity in a boundary layer is U'/UT = 2.8. If the freestream 
uL level was larger than this, the u' level remained essentially 
constant at « ' = wi through the boundary layer to within y^ = 
15 of the wall. If the freestream uL level was less than uL/Ur 
= 2.8, then near the wall the « ' levels matched the u' levels 
for a low freestream turbulence boundary layer. For the remain­
der of the boundary layer the u' levels were approximately 
constant with u' = uL.ln contrast to the u' velocity fluctuations, 
the V' velocity fluctuations were found to decay significantly as 
the wall was approached. This decay of D', and the lack of 
decay for «', were found to correspond closely to predictions 
of the decay of isotropic turbulence due to wall effects. 

Because of the much larger integral length scale of the free-
stream turbulence compared to the wall generated turbulence, 
the penetration of freestream turbulence far into the boundary 
layer was clearly evident from measurenients of the integral 
length scales and the velocity power spectra. For Tu = 20 
percent, the velocity power spectrum at y"̂  = 15 was almost 
exactly the same as the freestream velocity power spectrum 
indicating that the freestream turbulence was dominating and 
essentially unaltered even this close to the wall. For Tu = 12.5 
percent, die freestream turbulence still dominated the velocity 
power spectrum sXy* = 15, but there was a distinct contribution 
from wall generated turbulence at higher wavenumbers. In all 
high freestream turbulence cases, the velocity power spectra 
were much broader than for the low freestream turbulence 
boundary layer because of the much larger length scales for the 
freestream turbulence. 

Another effect of the dominance of freestream turbulence 
within the boundary layer was the reduction of i?„v correlation 
coefficient throughout the boundary layer. The reduced values 
of /?„„ were because of the uncorrelated nature of the freestream 
turbulence. 

As a final note, we point out that these results should not be 
interpreted in terms of the freestream turbulence levels alone. 

but rather the combination of the freestream turbulence levels 
and the large turbulence length scale. The decay of normal 
velocity fluctuation near the wall, and characteristics of the 
velocity power spectra were clearly dependent on the length 
scale of the turbulence. Furthermore, the strong penetration of 
the turbulence into the boundary layer, and the dominance of 
the freestream turbulence within the boundary layer may well 
not have occurred if the length scale of the freestream turbulence 
had been of the same order or smaller than the length scale of 
the wall generated turbulence. 
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Turbulent Flow Simulation of a 
Runner for Francis Hydraulic 
Turbines Using Pseudo-
Compressibility 
A three-dimensional Navier-Stokes code with pseudo-compressibility, an implicit for­
mulation of finite difference, and a k - e two-equation turbulence model has been 
developed for the Francis hydraulic runner. The viscous flow in the rotating field 
can be simulated well in the design flow operating condition as well as in the off-
design conditions in which a strong vortex occurs due to the separation near the 
leading edge. Because the code employs an implicit algorithm and a wall function 
near the wall, it does not require a large CPU time. It can therefore be used on a 
small computer such as the desk-top workstation, and is available for use as a design 
tool. The same kind of algorithm that is used for compressible flows has been found 
to be appropriate for the simulation of complex incompressible flows in the field of 
turbomachinery. 

1 Introduction 

Because the algorithms for incompressible and compressible 
flows are fundamentally different from each other due to the 
characteristics of the governing equations, the authors were re­
quired to develop separately programs for similar flows in water 
and air turbines. The idea of pseudo-compressibility has already 
been introduced for fundamental flows (Chorin, 1967) and has 
the possibility to be applied to complex compressible and in­
compressible flows in turbomachinery using a single algorithm 
for compressible flows. One of the authors previously developed 
a calculation code for three-dimensional turbulent flows in ad­
vanced turboprops (ATP) for jet engines using a compressible 
flow scheme for the rotating blade. This code enables the suc­
cessful prediction of the performance and the detailed flows 
including the location of shock (Matsuo et al., 1989). The 
subject of this paper is the Francis runner of hydraulic turbines, 
and the complex incompressible flows are analyzed in the same 
manner as compressible one in the rotating frame of the ATP 
through combination with pseudo-compressibility formulation. 

For the numerical algorithm, the implicit finite difference and 
approximate factorization method are utilized in order to obtain 
a comparatively large time step for the time marching (Beam 
and Warming, 1976). The k - e turbulence model, which re­
quires two transport equations to derive the turbulent viscosity, 
is incorporated to simulate a high Reynolds number flow, and 
a wall function is used to decrease the number of grid points. 
This algorithm, which introduces the implicit algorithm as well 
as the wall function, enables us to utilize not only a large super­
computer, but also to use a standard desk-top computer such as a 
workstation to carry out the hydraulic design of turbomachinery. 

The computational model of the Francis runner was provided 
by the organizer of the GAMM Workshop in Lausanne, 1989 
(Sottas and Rhyming, 1993), which was attended by over 40 
scientists and engineers. At this workshop, 11 groups presented 
simulations of the 3-D flow in a Francis runner. Avellan et al. 
(1993) described the details of their experiments for researchers 
of numerical simulations, and the organizers by themselves re­

contributed by tlie Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENOINEERING. Manuscript received by the Fluids Engineering Division 
December 19, 1994; revised manuscript received August 9, 1995, Associate Tech­
nical Editor; L. Nelik. 

ported their numerical researchers in which they employed an 
explicit algorithm and paid particular attention to the difference 
between the mesh types (Neury and Bottaro, 1990). The authors 
contributed an Euler analysis for inviscid flows to the workshop, 
and have continued with the development to produce the turbu­
lent flow code described in this paper. This code can accurately 
predict the flow pattern for the best operating point as well as 
for off-design points. 

2 Basic Equations and the Numerical Algorithm 
The unsteady, three-dimensional, incompressible flow with 

constant density for a runner of the Francis turbine is governed 
by the following equation written in the vector form associated 
with rotating Cartesian coordinates. 

dO BE dF dG „ „ 
-^ + — -I- — + — + H = Re' 
dt dx dy dz 
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dx dy dz 
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The direction of rotation is clockwise about the positive z-
direction and Q denotes the angular velocity. The notations p, 
u, V and w are the pressure and relative velocity components 
on the rotating frame respectively, and all variables are properly 
normalized to produce the Reynolds number i ie" ' as the coeffi­
cient of the viscous term. In order to introduce the pseudo-
compressibility proposed by Chorin (1967) and developed by 
Rogers et al. (1989), the continuity equation is modified by 
adding a time derivative of the pressure term which allows 
the pressure wave to propagate at some limited speeds and 
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to disappear when the converged steady solution is achieved. 
General curvilinear coordinates (^, rj, ^) are introduced in order 
to fully accommodate three-dimensional geometry. After using 
the chain rule to transform the physical coordinates into curvi­
linear coordinates, we obtain the following form of the basic 
equations. 

dQ dE dF dG 

dt 

where. 

d^ dn dC, 
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The notations U, V, and W are contravariant velocities, and 
J is the Jacobian of the transformation connecting the cartesian 
variables with the curvilinear variables. The parameter of 
pseudo-compressibility that controls the speed of the pressure 
wave is denoted as j3 in the continuity equation. A parameter 
survey of /3 carried out in an isolated aerofoil confirms the fact 
that there is no discrepancy in the numerical results when using 
a value between 0.5 and 5 as the parameter. ^ has been fixed 
as 1 for all of the runner simulations in this paper. 

The numerical algorithm to advance Eq. (2) in time is an 
implicit, approximately factored, finite-difference scheme that 
was originally developed by Beam and Warming (1976). The 
basic equations are discretized into the conventional delta form 
with the use of Euler backward time differencing. The upwind-
based high accuracy TVD scheme by Chakravarthy and Osher 
(1985) is used for the spatial differencing of the explicit terms 
in the delta form. TVD has been fundamentally developed to 
clearly capture shock waves with discontinuity in compressible 
flows, and plays the role of depressing the instability induced 
accidentally with turbulence models in order to converge the 
numerical iterations quickly. 

The implicit terms rely on the diagonalized ADI method 
whereby the computational efficiency is improved for the reason 
that the steady state solution will be indifferent to implicit opera­
tors. The spatial difference utilizes an upwind flux-split tech­
nique. Each ADI operator is decomposed into the product of 
the lower and upper bi-diagonal matrices by using diagonally 
dominant factorization, and the operator is efficiently inverted 
by the forward and backward sweeps (Obayashi and Fujii, 
1985). The final formulations of this implicit algorithm for the 
rotating blades can be referenced in papers by Matsuo et al. 
(1989) or Arakawa et al. (1991). 

For the turbulence model, the standard k ~ e model is em­
ployed to describe the viscous flow of a high Reynolds number 
including the separation region. Turbulent viscosity is derived 
with two transport equations of the turbulent energy k and dissi­

pation rate e. The wall function is used in the near-wall region 
in order to reduce the number of grid points, assuming that 
the production and dissipation of the turbulent energy are in 
equilibrium and that the other terms can be neglected in the so-
called logarithmic region near the wall. The authors (Arakawa 
et al , 1991) have checked the reliability of the wall function 
against a low Reynolds number model (Jones and Launder 
1972) which analyzes the flow accurately near the wall, and it 
was found that the difference of the pressure distribution be­
tween the two methods is very small. It was also found that the 
CPU time of the low Reynolds number model is about 4 times 
larger than that of the wall function in a two-dimensional single 
aerofoil having a small incidence of angle, where the grid num­
bers for the wall function and the low Reynolds number model 
are 157 X 31 and 157 X 41, respectively. Finally, the number 
of grid points in the Francis runner has been decreased to about 
30,000 in this paper from the 300,000 points in the ATP calcula­
tions using the low-Reynolds number model which requires a 
finer grid near the wall. 

3 Geometry and Boundary Conditions 
The computational model of the Francis runner provided by 

the organizer of the GAMM Workshop is shown in Fig. 1 with 
grids pasted on all surfaces. It would be ideal to calculate the 
flow in the whole system of the Francis hydraulic turbine con­
sisting of the spiral-casing, stay ring, guide vanes, runner and 
draft tube. However, the domain of this analysis is limited to 
the rotating part, that is, the water passage in the runner, and 
the pressure and velocity distributions at the inlet of the runner 
are required as the boundary conditions. These boundary condi­
tions have also been supplied by the organizer of the GAMM 
Workshop and slightly modified by the authors in order to sat­
isfy the continuity equation (Arakawa et al., 1990). The pre­
sented runner is specified by the following principal model 
performance test data. The power, head, mass flow rate, rotation 
velocity, number of blades and reference radius are 19.6 kw, 
5.96 m, 0.372 mVs, 500 rpm, 13 and 0.2 m, respectively. 

The flow is assumed to be periodic around the runner and to 
be steady, so that the computational domain can contain only 
a single channel between the two blades, as shown in Fig. 2. 
The in- and out-flow boundaries are located at cross-sections 
denoted with "runner entrance" and "draft tube entrance" in 
Fig. 3, respectively. The crown surface is, for simplicity, 
smoothly extended to the rotating axis. H-mesh topology is 
adopted on the blade-to-blade plane in order to facilitate the 
periodic boundary conditions. The mesh clustering near the sur­
faces is imposed to enhance the numerical accuracy of the speci­
fied boundary conditions such as wall functions. Finally, the 
mesh for this turbulent flow calculation is 65 X 21 X 21. In 
order to check the grid dependency of the solutions, the grid 
positions near the wall were changed under the condition that 
the first grid point is located in the logarithmic region, and 
the difference of the numerical results between two grids was 
negligible. 

Fig. 1 Computational model of GAMM Francis runner 
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Fig. 2 Computational domain 

Runner 
entrance 

Draft tube entrance 

Fig. 3 Projection of computational domain onto tlie meridian surface 

For the boundary conditions, the pressure and all the velocity 
components are given by the measured values, with some modi­
fications in the velocity field at the inflow boundary. As de­
scribed previously, some modifications to the inlet values of 
the velocity were required to conserve the mass flow as given 
at the runner inlet. This was achieved by multiplying a constant 
value to the velocity component in the experiment. The axial 
symmetry requires that the velocity components u and v should 
be equal to zero and that the other values should be averaged 
from the surrounding points. On the crown, band and blade 
surfaces, impermeable conditions are specified as follows. The 
tangency condition is enforced by specifying the contravariant 
velocity W = 0 on the crown and band surfaces, and V = 0 
on the blade surfaces. Other contravariant velocities and their 
pressures are obtained by linear extrapolation from interior 
points when required. The wall function is also applied on each 
surface as described previously. At the outflow boundary, the 
derivatives of all the velocity components in the streamwise 
direction are assumed to be zero, and the velocities are corrected 
in order to conserve the mass flow rate. 

Strictly speaking, the inflow boundary conditions should be 
derived as a solution of the guide vanes installed in front of the 
runner. Another way would be to solve the whole field of guide 
vanes and the runner as an unsteady three-dimensional flow. 
However, the former method has a problem regarding the relia­
bility of averaging the solution of the guide vanes, and the latter 
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Fig. 4 Comparisons of predicted and measured distributions of pres­
sure and velocity components at the inlet (Solid line: predicted value, 
Symbols: measured value) 

method requires a very large computational time. In this paper 
experimental data are employed for the boundary conditions 
only at the inlet in order to simulate the complex flow in the 
runner with a reasonable computational time to obtain informa­
tion concerning the reliability of the developed algorithm. 

Note that the words "crown" and "band," which are well-
established classical words in hydroturbine fields, con-espond to 
the hub and the shroud respectively for other turbo machinery. 

4 Numerical Results in the Design Condition 
The results of the Navier-Stokes calculations explained in the 

previous section are described for the designed flow condition 
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Fig. 5 Comparisons of predicted and measured distributions of pres­
sure and velocity components at the outlet (Solid line: predicted value, 
Symbols: measured value) 
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Fig. 6 Pressure distributions on tiie aerofoil sections of tlie runner (Soiid 
iine: predicted value, Symbols; measured value) 

and compared with the experimental data provided by the 
GAMM organizer. 

Figure 4 shows the absolute velocity and pressure distribu­
tions at the runner inlet. The notations of Q , Cg, and C„ are, 
respectively, the axial, tangential and meridian components 
of velocity averaged between the rotating blades in the circum­
ferential direction, and Cp is the pressure coefficient, all of 
which are made non-dimensional using the spouting velocity 
corresponding to the net head vlgH. The abscissa represents 
the distance along the straight traverse line from the band side. 
The figure for the inlet of the runner illustrates that the numeri­
cal data coincides with the experimental data well except for 

the tangential velocity. This difference is due to the corrections 
that were necessary to satisfy the mass conservation explained 
in the last section. 

At the exit of the runner shown in Fig. 5, the velocity distribu­
tions of all three components are reasonably reproduced in the 
numerical simulation. The uniformity of the axial velocity distri­
bution in the radial direction and the small value of the circum­
ferential velocity component describe a typical structure of flow 
motion in the design condition, which appears to confirm the 
reliability of the program code developed in this paper. How­
ever, there is a small difference in each component between the 
numerical and experimental data, which may be due to the 
disagreement of the continuity in the experiment. The pressure 
distribution is predicted to be nearly constant from the band to 
the crown, which seems reasonable when taking the small value 
of the circumferential velocity into account, although there is 
no experimental data to be used for confirmation. 

Figure 6 shows the pressure distributions along the hydrofoil 
section of the blade. Stations 2, 9, and 15 in the three diagrams 
correspond to the sections near the crown, at the center and 
near the band, respectively, so that the distance from the axis 
of rotation will be larger as the number of the station becomes 
greater. The predicted distributions of pressure depicted with 
solid lines are similar to the standard distributions in a cascade 
of turbines. In other words, the pressure decreases in the down­
stream direction, and a lower pressure appears on the suction 
surface of the runner. The difference of pressure between the 
two surfaces is larger at the outer section of Station 15 where 
a strong suction peak appears, and some cavitations may occur. 

The comparison between the numerical and experimental data 
shows that there is a qualitative agreement in the pressure drop, 
but a small discrepancy still remains. As shown in Fig. 6, the 
experiments to measure the pressure on the rotating blades were 
carried out twice by the GAMM organizers, but a perfect reap­
pearance could not be attained because of the difficulty in car­
rying out these experiments. We can at least confirm that the 
pressure level on the runner and its variance in the downstream 
and radial directions can be predicted using the proposed numer­
ical analysis. 

Figure 7 illustrates the velocity vectors at the first grid point 
near the surface of the blade as well as the pressure contours 
on the surface. These vectors are obtained using the wall func­
tion in order to decrease the grid number near the wall. The 
wall function assumes that the shear stress at the first grid point 
is as large as the wall shear stress and that the velocity has 
strong correlation with the wall shear stress. The assumption 
leads to the fact that the direction of the velocity is the same 
as that of the wall shear stress. Consequently both the shear 
stress direction and the qualitative scale of the velocity compo­
nents near the wall are visible in Fig. 7. 

It is found from this figure that the centrifugal forces that 
push the fluid in the radial direction work more strongly down­
stream of the suction side than at the pressure side, because the 
growth of the boundary layer on the runner in the downstream 
direction is larger on the suction side. Another radial flow ap­
pears strongly near the region of the leading edge on the pres­
sure side, where the fluid that has a small velocity near the 
stagnation area is influenced strongly by the centrifugal forces. 
The form of the pressure contours shows that a strong peak of 
low pressure occurs near the leading edge beside the band on 
the suction side, and that pressure decreases uniformly in the 
downstream direction on the pressure side. 

These comparisons make it clear that this numerical method, 
which has been developed for incompressible flows using the 
pseudo-compressibility and the wall function, is available for 
use with complex flows in the runner. The CPU time to obtain 
a converged solution is about 12 hours using a small work 
station whose maximum speed and memory size are 16 
MFLOPS (Million Floating-point Operations Per Second) and 
32 MB, respectively, although ATP simulations required about 
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PRESSURE SIDE SUCTION SIDE 

Fig. 7 Velocity vectors at the first grid point (upper figures) and pres­
sure contours (lower figures) on the runner surface 

6 hours using a supercomputer of 2000 MFLOPS even when 
the efficient implicit algorithm was incorporated. This computer 
code has great possibiUties to be employed as a design tool for 
turbomachinery due to the short CPU time. 

5 Predictions of a Channel Vortex Filament in Off-
Design Conditions 

More complex flow fields in off-design conditions have been 
simulated using the proposed numerical code in order to under­
stand its applicability. The angle of attack for the hydrofoil 
section of the runner in off-design flow conditions is so large 
that a separation appears near the leading edge and leads to a 
strong vortex in the radial or downstream directions. For exam­
ple, as the flow quantity is increased for a constant number of 
rotations, the pressure drop through the runner becomes large 
and the power derived from the flow increases. A similar phe­
nomenon appears when the number of rotations decrease in the 
constant flow rate. In these off-design operating conditions, the 
angle of attack becomes larger than in the design condition, and 
a strong vortex induced by the separation develops when the 
deviation from the design value is large. 

The boundary conditions of the runner for the off-design 
conditions at the inlet are assumed to be the same as those for 
the design flow in the following simulations. This assumption 
is available for the operation of variable rotational speed with 
constant mass flow rate in Francis hydraulic turbines of medium 
specific speed. Neumann conditions, which assume that the gra­
dient of the velocity and pressure in the downstream direction 
is zero, are also used at the outflow boundary for the boundary 
conditions. 

Figure 8 shows the pressure distributions when changing the 
rotational speed between 1.0 and Q.lNa (N^ = designed rotation 
number) in the constant quantity flow. A strong peak of low 
pressure appears near the leading edge for all sections of the 
aerofoil at 0.8 and OJNri, and the pressure recovers in the down­
stream region. Pressure contours at seven sections between the 
pressure and suction surfaces of the runner are described in Fig. 
9 at Q.SN,i. The region of the strong peak of low pressure starts 
from the leading edge near the crown and develops in the radial 
and downstream directions. 

Velocity vectors at four sections between the crown and the 
band of the runner are illustrated in Fig. 10 in order to visualize 
the vortex development at the operating condition of O.SÂ .̂ A 
strong vortex is generated near the comer of the leading edge 
and crown on the suction surface and grows toward the band. 
This is thought to be the same as the vortex filament which can 
be observed flowing out from the runner to the draft tube in 
off-design operations with a large head. The operation with a 
large head at a constant rotation number is equivalent to an 
operation with a smaller rotation number such as O.^Nj under 
the constant head simulated here. 

Distance firom leading edge to trailing edge 

Fig. 8 Pressure distributions on the runner when changing the number 
of rotations (Solid line: 1 .ON^, Alternate long and short dashed line: O.QN^, 
Short dotted line: O-BN^, Long dotted line: 0.7/Vd) 
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P B . E S S U K E  S I D E  S U C T I O N  S I D E  

Fig. 9 Pressure  contours  on seven  sec t ions  b e t w e e n  the  pre s su re  and suction s u ~ a c e s  of Ule runner  a t  9.SNd (There a re  fifty 
contours between the maximum pressure coefficient 0.9 and the minimum coefficient -0.5.) 

Crown side 

Fig. 10 Velocity vectors on four sections between the crown and band of the runner at 0.8N~ 

The color computer graphics in Fig. 11 show the pressure 
distribution on all the surfaces of the runner except the band, 
and on two cross sections parallel to the band and crown. The 
red and blue colors represent high and low pressures, respec- 
tively. Figure 12 illustrates the velocity vectors at four cross 
sections in the runner depicted in three dimensional form. Com- 
bining the informations in Figs. 9 and 10 with the color graphics 

of  Figs. 11 and 12, a vortex filament is observed to grow out 
in the direction of  the band from the crown, accompanied by a 
region of  low pressure. This vortex filament turns the band 
downstream and the strength diminishes. The three-dimensional 
form of the velocity vectors shown in Fig. 12 unfortunately 

Fig. 11 Color indication of pressure for the whole runner region at 0.8Nd 
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Fig. 12 Solid indication of velocity vectors on four sections between 
the crown and band of the runner at 0.8Nd 
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obscures the development of the vortex owing to the large com- 
ponents in the direction of the vortex. In general, in experiments 
tMs vortex filament flows out into the draft tube while keeping 
its strength. However, in this simulation it disappears at the exit 
of the runner according to other computer graphics not referred 
to in this paper. This defect of the simulation is due to the 
shortcomings of the k - • turbulent model in predicting vortex 
flows, which Hogg and Leschziner (1989), for example, discuss 
for basic confined swirling flows. 

The phenomena discussed above are known as channel vortex 
filaments which are entrained in the main flows in the multiple 
channels of a rotating runner due to the flow separation at the 
leading edge of the blades. There is said to be a quite different 
vortex rope at the draft tube centerline which appears in the 
stationary closed conduit due to the swirl component of the main 
flow. The latter vortex cannot be observed in these simulations. 

The experimental data for off-design conditions were not 
presented by the GAMM organizer, and therefore quantitative 
comparisons cannot be carried out in this paper. However, it is 
confirmed that the proposed algorithm has the ability to predict 
the qualitative flow pattern. 

6 Conclusions 
A three-dimensional incompressible Navier-Stokes code with 

pseudo-compressibility, implicit finite difference formulation 
and k - e turbulence model has been developed and applied to 
the flow around the Francis runner. The reliability of this pro- 
gram can be confirmed in the design condition through compari- 
son with experimental data. More complex flows for off-design 
conditions can be predicted and a vortex filament is seen to 
appear in the flow channel between the blades of the runner. 
Through incorporation of pseudo-compressibility, the same al- 
gorithm is available for use in predicting both compressible and 
incompressible flows in complicated flows such as in turboma- 
chinery. This method can be easily included in the design pro- 
cess, because the efficient algorithm of the implicit time 
marching and the wall-function of k - • model makes it possible 

to simulate these flows with small computers like workstations 
as well as with supercomputers. 
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Development of a Two- 
Dimensional Turbulent Wake 
in a Curved Channel With a 
Positive Streamwise Pressure 
Gradient 
The development of turbomachinery wake flows is greatly influenced by streamline 
curvature and streamwise pressure gradient. This paper is part of a comprehensive 
experimental and theoretical study on the development of  the steady and periodic 
unsteady turbulent wakes in curved channels at different streamwise pressure gradi- 
ents. This paper reports on the experimental investigation of the two-dimensional 
wake behind a stationary circular cylinder in a curved channel at positive streamwise 
pressure gradient. Measurements of mean velocity and Reynolds stress components 
are carried out using a X-hot-film probe. The measured quantities obtained in probe 
coordinates are transformed to a curvilinear coordinate system along the wake center 
line and are presented in similarity coordinates. The results show strong asymmetry 
in velocity and Reynolds stress components. The Reynolds stress components have 
higher values at the inner ha~of  the wake than at the outer half of the wake. However, 
the mean velocity defect profiles in similarity coordinates are almost symmetric and 
follow the same Gaussian function for the straight wake data. A comparison with the 
wake development in a curved channel at zero streamwise pressure gradient suggests 
the decay rate of velocity defect is slower and the growth of wake width is faster for 
a positive streamwise pressure gradient. 

1 Introduction 
In turbomachinery aerodynamics and heat transfer the peri- 

odic unsteady wakes generated by the preceding row of blades 
influence the boundary layer development and, consequently, 
the heat transfer characteristics of the blades downstream of the 
wake. Because of its significant impact on the turbomachinery 
efficiency and performance, the wake development associated 
with the inherent unsteadiness induced by mutual interaction 
between stator and rotor has recently attracted the interest of 
the scientific and engineering community resulting in many 
publications in the turbomachinery performance area. As exten- 
sively discussed by Schobeiri and Pardivala (1992), the major 
part of the research work done in the above areas deals with 
the effects of the periodic unsteady wakes on various turboma- 
chinery performance aspects mentioned previously. The wake 
development under turbomachinery flow conditions is subjected 
to pressure gradient and curvature effects. The streamline curva- 
ture significantly influences the properties of turbulent flows as 
shown by Wattendorf (1935) in his study of turbulent flows 
through curved channels and by Lumley and Margolis (1963) 
in their study of a curved turbulent mixing layer. The curvature 
and pressure gradient will significantly effect the mean veloci- 
ties and turbulent properties of the wake. 

Most of the research conducted on wakes deals with two- 
dimensional straight wakes at zero streamwise pressure gradi- 
ent. The literature on zero streamwise pressure gradient straight 
wake includes those by Schlichting (1930), Reichardt (1950), 
Townsend (1947, 1949a,b), Eifler (1975), and Pfeil and Eifler 
(1975a,b). Hill et al. (1963) and Gartshore (1967) investigated 
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the effect of pressure gradients on the decay of two-dimensional 
symmetrical wakes. 

Turbomachinery wake flow is an important case of turbulent 
flow with streamline curvature. Raj and Lakshminarayana 
(1973) investigated the near and far wake characteristics of a 
cascade of airfoils for three different incidence angles. The 
measurements of mean velocity, turbulence intensity, and Reyn- 
olds stress showed asymmetric distribution and the decay of 
the wake defect was strongly dependent on the downstream 
variation of wake edge velocity. 

Koyama (1983) studied the effect of curvature on the mean 
velocity and turbulent stress in the initial part of a cylinder 
wake developing in a curved channel without a streamwise 
pressure gradient. When the wake generating cylinder is normal 
to the streamline curvature (spanwise), he observed asymmetry 
about the wake centerline in the mean velocity and turbulent 
intensity profiles owing to the destabilizing effects on the inner 
side of the wake and the stabilizing effects on the outer side. 
The effects of pressure gradient and curvature on wakes were 
investigated by Savill (1983) and recently by Nakayama 
(1987). Savill investigated a fully developed cylinder wake that 
is abruptly turned 90 deg by means of a back plate so that the 
wake is subjected to strong curvature and streamwise pressure 
gradient. The data for mean velocity and turbulent stress re- 
vealed the strong influence of curvature on the wake. The turbu- 
lent stress fields are complex owing to the coexistence of the 
stabilized and destabilized regions across the wake and strong 
interaction between them. Nakayama (1987) carried out a sys- 
tematic study of the effect of mild pressure gradient and mild 
streamline curvature on a small-deficit wake. The wake was 
subjected to mild curvature and mild pressure gradient by de- 
flecting it by an airfoil-like thin plate placed at small angles in 
the external flow. The qualitative separation between the effects 
due to the curvature and pressure gradient is achieved by placing 
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the thin plate at positive and negative angles to the freestream 
direction. Despite the governing mild pressure gradient and cur- 
vature, the measured data indicates a strong sensitivity of  turbu- 
lence quantities, especially the Reynolds shear stress, to the 
curvature and pressure gradient. 

The above investigations have significantly contributed to a 
better understanding of  the wake flow under different boundary 
conditions. However,  several fundamental questions, such as 
the wake decay mechanism under these conditions, are still 
unanswered. Further, the existing data on the direct influence 
of  curvature and pressure gradient on the development of wake 
are limited. Therefore, the present study is part of  a comprehen- 
sive experimental and theoretical investigation of  the steady and 
periodic unsteady wake development through curved channels 
under positive, zero, and negative longitudinal (streamwise) 
pressure gradients. Schobeiri et al. (1994) theoretically and 
experimentally investigated the development of  a wake flow 
downstream of a cylindrical rod within a curved channel at 
zero longitudinal pressure gradient. Their theoretical framework 
generally describes the wake flow through two-dimensional cur- 
vilinear channels. It also describes the wake development 
through a two-dimensional straight channel as a special case, 
for which the curvature radius approaches infinity. Schobeiri et 
al. (1994) presented a consistent set of  comprehensive experi- 
mental data and compared it with their developed theory. This 
paper reports the wake development behind a stationary cylinder 
in a curved channel at positive longitudinal pressure gradient. 
Measurements of mean velocity and Reynolds stress compo- 
nents are carried out using a X-hot-film probe. The measured 
quantities obtained in probe coordinates are transformed to a 
curvilinear coordinate system along the wake center line and 
are presented in similarity coordinates. 

2 Experimental Research Facility 
Figure 1 shows the layout of  the test section. A large centrifu- 

gal fan supplies air to the test section. The air flows through a 
diffuser, settling chamber, nozzle, wake generating section and 
to the curved channel test section. The inlet of the test section 
has a free-stream turbulence intensity of  1.25 percent. The paper 
by Schobeiri and Pardivala (1992) gives detailed information 
about the design description and performance tests. The wake 
generator is designed to simulate the unsteady inlet flow and the 
flow pattern downstream of a rotor row. For the investigations 
reported in this paper, the wake generator was kept stationary, 
with a single circular rod of  diameter d = 1.98 mm fixed at the 
mid-height of  the channel and a distance 67 turn upstream of 
the entrance to the curved test section in order to generate a 
wake. The average velocity at the inlet of the test section was 
about 20 m/s, corresponding to a Reynolds number, based on 
the diameter of the wake generating rod, of  2600. The test 

wake generating / ~ X-probe 
cylinder, 1.98 d/a. 

Fig. 1 Layout of test section and representation of probe coordinate 
and curvilinear coordinate systems. Dimensions are in mm. 

section in Fig. 1 is downstream of the wake generator and 
consists of  a convex top wall, a concave bottom wall, and two 
vertical plexiglass side walls. The convex wall has a radius of 
curvature of 500 mm and the concave wall has a radius of 
curvature of 920 ram. The concave bottom wall is designed to 
slide horizontally within two T-slots in the bottom wall of the 
wake generator. This allows the creation of  adverse or favorable 
longitudinal pressure gradients within the test section. In the 
present investigation, the test section has an inlet area of  420 
× 593 mm 2 and an outlet area of  547 × 593 mm 2, corresponding 
to an inlet to outlet area ratio of  0.7. Considering the channel 
wall boundmy layer blockage effect, the above area ratio corre- 
sponds to the velocity deceleration ratio of  a conventional com- 
pressor blade channel. The convex top wall of  the test section 
was designed to allow the mounting of  the probe traversing 
system, which provides accurate radial positioning of  the probes 
with a resolution of 2.5 ~m. Angular (longitudinal) positioning 
of  the probes is accomplished by rotating the convex wall as- 
sembly about its center of  curvature. The slider of  the traversing 
system allows simultaneous positioning of two probes at the 
same longitudinal and radial location. The first probe is a hot- 
wire or hot-film probe (X-film) while the second probe is a 
total pressure probe (Kiel probe).  

3 Instrumentation, Data Acquisition, Analysis 
Digital data acquisition and analysis have been used for the 

entire measurements. The test facility was instrumented for fully 
automated data acquisition. A 386SX, 16 mHz personal com- 
puter controls the data acquisition system. A 12-bit A / D  (analog 

N o m e n c l a t u r e  

b = wake width 
C = resultant velocity 

Cp = pressure coefficient 
d = diameter of wake generating cyl- 

inder 
f = frequency 

H12 = shape factor of  wake 
p ,  p, = static, total pressure 
U, V = velocity components in ~ ,  ~2 di- 

rection 
Up = hypothetical potential velocity 

distribution of  streamwise com- 
ponent of  velocity 

Ulm = maximum velocity defect 

a = angle between resultant velocity 
vector and x-axis 

y = integral of  the Gaussian curve y 

= f~= e-;2d; = x[7/2 
= nondimensional coordinate = ~2/ 

b 
0 = angular position of  the probe loca- 

tion from the inlet 
~ = streamwise direction ofcurvi l inear  

coordinates 
~2 = lateral direction of curvilinear co- 

ordinates 

p = density of  air 
= angle between probe and curvilin- 

ear coordinates 
qo~ = nondimensional velocity defect qo~ 

= U1/Uim 

Subscripts 
m = maximum 
o = location of  maximum velocity 

defect 
x = x-direction 
y = y-direction 

Superscripts 
- time averaged value 
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to digital conversion) board is installed in one of the expansion 
slots of the computer. The board has 16 channels and a 1-mHz 
throughput data transfer rate. The mean velocity and turbulent 
stress components are obtained using a 3-channel, constant tem- 
perature anemometer (TSI, 1FA 100) system. Each channel of 
the anemometer system has a signal conditioner with variable 
low and high pass filters, dc-offset, and adjustable gain. Based 
on numerous spectral measurements within the wake (Schobeifi 
et al., 1994), the low pass filter of the signal conditioner is set 
at 20 kHz. The hot-film probes are operated at 1.5 overheat 
ratios and 250°C sensor operating temperature. A simple and 
accurate method by John and Schobeiri (1993) is used to cali- 
brate the X-probes. The uncertainties of the measurements for 
the velocity components using the X-probe are estimated to be 
about 1.2 percent for longitudinal velocity and 3 percent for the 
normal velocity. 

The pressure is measured by two high precision differential 
pressure transducers (MKS 220 CD, Range: 0 -10  mm Hg and 
0-100 mm Hg) of capacitance type and having 0 -10  V analog 
outputs. A Prandtl probe (pitot-static probe), placed upstream 
of the diffuser, is connected to one pressure transducer that 
monitors a reference velocity at a fixed location. The second 
pressure transducer measures the total pressure from a Kiel 
probe (United Sensor) positioned at the same radial and longitu- 
dinal location as the X-probe. A thermocouple placed just down- 
stream of the test section constantly monitors the flow tempera- 
ture. More details of the instrumentation and data acquisition 
system are given by Schobeifi et al. (1994) and John (1993). 

The equations and the methods employed for the data reduc- 
tion and analysis are presented in the paper by Schobeiri et al. 
(1994). The velocity components are measured in the probe 
coordinates which coincide with the radial and tangential direc- 
tions to the convex wall. The measurements are made in the 
probe coordinates (x, y), shown in Fig. 1, giving the tangential 
velocity component Vx and radial velocity component Vy. The 
results are transferred into a curvilinear coordinate system (~1 
- (2), where ~1 is the direction along a streamline near the 
center of wake and ~ the direction normal to it. The maximum 
inclination between these two orthogonal coordinate systems 
was less than 7.5 deg for the data presented here. Therefore, 
the distance taken radially from the wake center to a measuring 
point was approximated as (2 and for all the measuring points 
at an angular position 0, the ~ coordinate was assumed constant. 
The errors due to this approximation will be even smaller con- 
sidering the fact that for most longitudinal locations the inclina- 
tion between the two coordinate systems was less than 4 deg. 

The time averaged velocity and turbulent stresses in the (x, 
y)-coordinate system are transformed into the curvilinear coor- 
dinate system ( ~  - ~E)- 

U = Vx cos 09 + Vy sin 09 (1) 

T7 = ~Ty cos 09 - ~Ty sin 09 (2) 

where 09 is the angle between the ~1 and x-direction, O and V 
are the velocities in the (~ and ~2 directions, respectively. To 
find the angle 09 (see Fig. 1 ), required for the above transforma- 
tion, the location of maximum velocity defect was determined at 
every longitudinal locations. The location of maximum velocity 
defect is called the wake center. The trajectory of the path of 
the wake center was determined by curve fitting the locations 
of maximum wake defect by least-squares fit. The angle 09 was 
determined at each measuring station along the wake centerline. 
It exhibited certain sensitivity with respect to the type of curve 
fit used for the path of the wake centerline. For most of the 
longitudinal locations the angle 09 closely agreed with the angle 
of velocity vector a (a  = tan -1 ( V y / V x ) )  at the location of 
maximum wake velocity defect. At the longitudinal locations 
where 09 was different from or, the difference was less than 1 
deg. In these locations getting close agreement between a and 
09 was still possible, if the degree of the polynomial of curve 

U 

Fig. 2 Representation of longitudinal component of velocity, velocity 
defect, and potential velocity distribution 

fit for the path of wake center was different from the one used 
for other locations. Considering the uncertainty in locating the 
wake center and calculating the velocity components using the 
X-film probe, it can be assumed that the flow angle a at the 
wake center is equal to 09. In other words, the velocity vector 
is tangent to the wake centerline at the location of maximum 
velocity defect. Therefore, the wake centerline is a streamline 
with ~2 = 0 in the curvilinear coordinate system. The mean 
Reynolds stress components in ((1 - ~2)-coordinates are ob- 
tained by taking the product of the fluctuating velocities and 
time averaging, and are given by: 

2 sin 2 09 + lYxl)y sin 209 (3) U 2 -~ 1)x 2 COS 2 ~ + Vy 

2 v 2 = v~ sin E 09 + Vy cos 2 09 -- "l)xl3y sin 209 (4) 

sin 209 
u--~ = (Vy 2 --  v ~ )  2 + VxVy cos 209 (5) 

A schematic representation of the longitudinal component of 
velocity, mean velocity defect, and hypothetical potential veloc- 
ity Up are shown in Fig. 2. The mean velocity defect O1 and 
its maximum value at the wake cen te r  Uim are calculated as 
follows. A hypothetical potential velocity distribution is deter- 
mined in the wake by fitting the mean velocity O data outside 
the wake on both halves by a suitable curve. Nakayama (1987) 
used a straight line fit to obtain the hypothetical potential veloc- 
ity distribution. For the present case, a straight line fit through 
the mean velocity data outside the wake was inaccurate for 
determining the potential velocity in the wake for all longitudi- 
nal locations. Overall, a least-squares fit by a third order polyno- 
mial was found accurate for representing the potential velocity 
distribution. The value of U1 is obtained from the definition ( Ul 
= Up - U). The procedure for determining the velocity defect 
distribution are described in detail by Schobeiri et al. (1994). 

The maximum velocity defect O~m is used as the velocity 
scale to nondimensionalize mean velocity defect, normal veloc- 
ity V, and Reynolds shear stress. Many researchers have used 
( U ~ ( d / ( x  - x0)) -°5) as the velocity scale for plane turbulent 
wakes at zero streamwise pressure gradient since the decay of 
maximum velocity defect is proportional to it in plane turbulent 
wakes. The notation x stands for the downstream distance from 
the wake generating cylinder, x0 for the virtual origin of the 
wake, and U® for the freestream velocity. In the literature, values 
ranging from 40 to 100 cylinder diameters have been reported 
for Xo. The length scale to nondimensionalize the ~2 was the 
wake width b defined by 

b =  _1 01d~2 (6) 
Ulm -~ 

4 P r e s e n t a t i o n  a n d  D i s c u s s i o n  o f  R e s u l t s  

All measurements were carried out for an average inlet veloc- 
ity of about 20 m/s. The wake profiles were obtained at fifteen 
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Fig. 3 Decay of  maximum velocity defect (a) and g rowth  of  wake width 
(b)  as a funct ion  of  longitudinal position. The uncerta inty o f  the Iongitudi- 
nal velocity measurement essential  f o r  calculat ing the velocity defect is 
1.2 percent. 

angular positions from 0 = 0 to 70 deg in 5 deg intervals. The 
first measuring station 0 = 0 ° corresponds to the inlet of the 
curved test section, and is at a distance of 67 mm downstream 
of the wake generating cylinder. Comprehensive preliminary 
investigations concerning the two-dimensional nature of flow 
were done (see Schobeiri and Pardivala, 1992) before starting 
with the final measurements presented in this paper. It was 
found that for the longitudinal locations up to ~]ld = 400, the 
moderate growth of boundary layer on the concave, convex, 
and the side walls did not affect the two-dimensionality of 
the wake flow under investigation. However, as shown in the 
following results, the two-dimensionality was influenced for 
longitudinal locations beyond the above value. 

Wake C e n t e r ,  D e v e l o p m e n t .  The path of wake center rep- 
resents the 4] direction for the curvilinear coordinate system. 
As the wake convects through the channel, the trajectory of the 
wake center gradually moves toward the convex wall up to a 
longitudinal location ( ] /d  = 100, and from there onward it 
moves away from the convex wall. The maximum inclination 
between the trajectory of the wake center and the tangential 
direction x was less than 7.5 deg. The local curvature of the 
wake centerline is calculated from the first and second derivative 
of the polynomial fit through the wake center at different longi- 
tudinal position. The negative value of K suggests that the cur- 
vature of the wake centerline is concave in the positive ~2 direc- 
tion. 

Figure 3(a)  shows the decay of maximum velocity defect 
normalized by the potential velocity at the wake center Upo. 
The solid line represents a power law fit with U]m/Upo ~ (~]/ 
d) -°5] . For comparison, the wake development in the curved 
channel at zero streamwise pressure gradient followed the law 
U]m/Up ~ (El/d) -0.7]. Therefore, the decay rate of a nondimen- 
sionalized maximum velocity defect in the positive pressure 
gradient curved channel is slower than the zero streamwise 
pressure gradient curved channel. Figure 3 (b) shows the wake 
width b nondimensionalized by the diameter of the wake gener- 
ating rod as a function of ~ / d .  The solid line is the power law 
fit with b/d  ~ ( ( f ld )  °8]. For the zero streamwise pressure 
gradient curved wake b /d  is proportional to ( E l / d )  °74. There- 
fore, the spreading rate of b in the positive pressure gradient 

2.0 

; ; •  1.0 - 

o 

0.0 

Cp 

a 0 ~ o o o o o o o o o o o o 

° ° a I ° ° ° ° ° a a a 

. . . . . . . .  'Z~O . . . . . . . . .  4 ~ 0  . . . .  

~,/d 

2~ 

Fig. 4 Var iat ion of  potential velocity with an uncertainty of  1.2 percent 
and pressure coefficient at the wake center as a funct ion  of  longitudinal 
posi t ion 

curved wake is slightly higher than the zero streamwise pressure 
gradient curved wake. 

Figure 4 shows the distribution of the hypothetical potential 
velocity at wake center nondimensionalized by the freestream 
velocity just upstream of the wake generating rod as function of 
~l/d. The decreasing hypothetical potential velocity distribution 
along the wake centerline is due to the diverging channel used 
to create the positive longitudinal pressure gradient. Figure 4 
also shows the pressure coefficient Cp (Cp = (p - 

1 2 pl,) /TpV i,) at the wake center at various longitudinal locations. 
Here p denotes the static pressure at the wake center and pl, 
denotes the static pressure at the straight section upstream of 
the wake generating cylinder. The static pressure p at the wake 
center is calculated from the total pressure p, at the wake center 
measured with the Kiel probe and the velocity__ obtained with a 
X-film probe (i.e., p = Pt - l p ( ~ 2  + ~2 q_ /,/2 -I- U 2 ) ) .  Figure 
4 also shows the pressure coefficient increasing with down- 
stream distance and confirms the positive pressure gradient. 
The wake decay and growth are generally characterized by the 
maximum velocity defect U]m and the width b that vary only 
in longitudinal direction (Gild). Their product, U,mb, exhibits 
a major parameter in describing the free turbulent flow and in 
modeling the free turbulent Reynolds stresses. For straight 
wakes at zero pressure gradient, this product is a constant for all 
longitudinal locations as shown by Eifler (1975) and Reichardt 
(1950). Recent investigations by Schobeiri et al. (1994) show 
that the product U,m b has a nearly constant value for zero 
streamwise pressure gradient curved wakes. Figure 5 shows the 
produc t  Ulmb at various longitudinal locations for the positive 
streamwise pressure gradient case presented in this paper. As 
seen, the product Ulmb increases with the downstream location. 
The values of the maximum velocity defect, wake width, poten- 
tial velocity at the wake center and the average velocity up- 
stream of the cylinder at various downstream locations are given 
in Table 1. 

Mean Velocity Distribution. Figure 6 shows typical plots 
of the streamwise velocity component as a function of the lateral 
distance for six longitudinal locations. The velocity distributions 
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Fig. 5 Integral parameter  Ul , ,b as a funct ion of  longitudinal position. 
The uncerta inty o f  the longitudinal velocity measurement essential fo r  
calculat ing the velocity defect is 1.2 percent. 
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T a b l e  1 V a l u e s  o f  s e l e c t e d  q u a n t i t i e s  o f  the  w a k e  at  pos i -  1.25 
t ive  l o n g i t u d i n a l  p r e s s u r e  g r a d i e n t  

O Olm b Upo U--~ 1) O~ Vin 
(o) ~l/d (m/s) (mm) (m/s) (m2/s 2) (m:/s 2) (m/s) 

0 34 2.793 7.06 1 9 . 2 7  1.833 1.965 19.10 
5 65 1 . 9 5 2  10.56 1 9 . 1 7  0.876 0.704 19.10 

10 96 1 . 5 5 0  1 3 . 3 0  1 8 . 8 5  0.631 0.444 19.09 
15 126 1 . 3 1 1  1 6 . 1 3  1 8 . 0 0  0.510 0.333 19.20 
20 157 1 . 2 1 6  1 8 . 9 7  1 7 . 7 6  0.470 0.294 19.07 
25 188 1 . 0 7 5  22.77 1 7 . 6 8  0.446 0.279 19.06 
30 219 0.954 25.00 1 7 . 3 7  0.419 0.262 19.08 
35 250 0.898 29.76 1 6 . 9 4  0.380 0.258 18.94 
40 282 0.780 33.17 1 7 . 0 2  0.374 0.267 18.92 
45 313 0.778 35.28 1 6 . 6 3  0.361 0.273 19.07 
50 345 0.716 41.37 1 6 . 3 3  0.346 0.285 18.99 
55 377 0.698 43.03 16.34 0.334 0.297 18.99 
60 408 0.649 48.58 15 .61  0.303 0.288 19.08 
65 440 0.609 51.27 1 5 . 6 6  0.297 0.301 19.08 
70 474 0.578 56.68 1 5 . 6 4  0.279 0.303 19.09 

for other longitudinal locations are similar to those plotted in 
Fig. 6. The velocity distribution in Fig. 6 is asymmetric with 
respect to the wake center with a higher value on the positive 
side of (2. This asymmetric behavior is a result of  the existing 
lateral pressure gradient, which the curvature generates. Note 
that, because of the lack of  the lateral pressure gradient, the 
velocity distributions within straight channels at zero or positive 
streamwise pressure gradient are fully symmetric (see Eifler, 
1975 and Gartshore, 1967). The wake velocity defect decreases 
and the wake width increases with downstream location. A close 
examination of the velocity data points outside the wake for 
the initial three longitudinal locations reveals a nonuniform de- 
crease in potential velocity across the channel. This nonuniform 
decrease in potential velocity across the channel, which is due 
to the turning of flow from a straight section to the curved 
channel, occurs up to the longitudinal location ~ / d  = 96. 

Figure 7 shows the lateral distribution of  the nondimensional 
mean velocity defect for different longitudinal locations. The 
mean velocity defect is normalized by its maximum value and 
the lateral distance by the wake width b. The purpose for nor- 
malizing the lateral distance with length scale b and the velocity 
defect with velocity scale Ulm is to check the existence of  simi- 
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Fig. 7 Lateral distribution of velocity defect at different longitudinal p o -  

s i t i o n s .  The uncertainty of the longitudinal velocity measurement essen- 
tial for calculating the velocity defect is 1.2 percent. 

lafity for mean velocity defect profiles. Figure 7 confirms the 
existence of  similarity for mean velocity defect profiles. The 
solid line represents the results for the curved channel wake at 
zero streamwise pressure gradient by Schobeiri et al. (1994) and 
straight channel wake by Eifler (1975) given by the function ~1. 
The mean velocity defect profiles are symmetric and almost 
identical to the straight wake except that they are slightly wider 
on the inner side of  the wake (concave side of the trajectory of  
wake centerline, i.e., (2 > 0) at higher longitudinal locations. 
Overall, it may be considered that the effect of  curvature on 
mean velocity defect distribution is small. 

Figure 8 shows the lateral distribution of the nondimension- 
alized lateral velocity component V/Ulm for vaYious longitudinal 
locations. The lateral distribution at the first measurement loca- 
tion shown in Figure 8 is similar to the straight wake results, 
where the distribution is slightly asymmetric with a minimum 
at ~ > 0, a maximum at ~ < 0 and zero lateral velocity at the 
center. The V/Ulm distribution for straight wake approaches zero 
at the edges. The lateral velocity distribution shown for other 
locations can be considered as a superposition of  the distribution 
at zero streamwise pressure gradient straight wake on a normal- 
ized hypothetical potential distribution of  lateral component of  
velocity. The profile of  the hypothetical potential distribution 
of V is dictated by the longitudinal pressure gradient and stream- 
line curvature. The hypothetical potential velocity distribution 
of  V in the wake region is almost linear with a positive slope 
up to a longitudinal location ,~/d = 400. The hypothetical 
potential velocity distribution at the last two measurement loca- 
tions in Fig. 8 deviate from other locations. This deviation is 
attributed to the effect of  boundary layer growth on the concave, 
convex and the side walls. For the longitudinal locations ,~l/d 
> 400, this boundary layer growth influences the hypothetical 
potential velocity distribution and affects the two-dimensional- 
ity of  the wake flow as previously indicated. 

R e y n o l d s  S t r e s s e s .  Figures 9 - 1 1  show the lateral distribu- 
tions of  the nondimensionalized Reynolds stresses. The Reyn- 
olds normal stresses are normalized with respect to their values 
at the wake center. These values are given in Table 1. The 
normalized Reynolds stress component in the longitudinal direc- 
tion is shown in Fig. 9. Similar to the straight and curved wakes 
with zero streamwise pressure gradient (Eifler, 1975; Schobeifi 
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tainty of 3.0 percent at different longitudinal positions 

et al, 1994), the experimental results for different E,i/d shown 
in Fig. 9 collapse together. This confirms the hypothesis of 
Prandtl (1942) concerning the local dependency and longitudi­
nal similarity of the turbulence quantities. For the above men­
tioned zero streamwise pressure gradient cases, it was shown 
(Schobeiri et al., 1994; Eifler, 1975) that the nondimension-
alized Reynolds normal stress components are functions of C, 
md_R only resulting iii_functional relationships that describe 
u^/yl =fi(R, C)<̂ i and v^/vl =fi{R, Ov'i-1" comparison with 
the straight wake data, the present results exhibit an asymmetric 
feature due to the curvature of the wake path previously dis­
cussed. For straight wakes with zero or positive streamwise 
pressure gradient (Eifler, 1975; Gartshore, 1967), the longitudi­
nal component of Reynolds stress is symmetric with respect to 
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Fig. 10 Lateral distribution of lateral component of Reynolds normal 
stress at different longitudinal positions. The measurement uncertainty 
of the lateral velocity component essential for calculating the lateral 
component of Reynolds normal stress is 3.0 percent. 

the wake center with a maximum on each side of the wake 
center and with a minimum at the wake center. The asymmetry 
of the Reynolds stresses in the present data are due to the 
asymmetric velocity distribution of C? as a result of the existing 
lateral pressure gradient that is generated by the curvature. The 
turbulence in a curved shear flow is suppressed if there is a 
positive velocity gradient in the positive radial direction. On the 
other hand, a negative velocity gradient in the radial direction 
promotes the turbulence. For the measurements at all longitudi­
nal locations, the gradient of longitudinal velocity in the positive 
radial direction is negative on the inner half of the wake. As 
opposed to this, the gradient of longitudinal velocity in the 
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Fig. 9 Lateral distribution of longitudinal component of Reynolds normal 
stress at different longitudinal positions. The uncertainty of the longitudi­
nal velocity measurement essential for calculating the longitudinal com­
ponent of Reynolds normal stress is 1.2 percent. 

Fig. 11 Lateral distribution of Reynolds shear stress at different longitu­
dinal positions. The uncertainties of the longitudinal and lateral velocity 
component measurements essential for calculating the Reynolds shear 
stress component are 1.2 and 3.0 percent. 
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positive radial direction is positive in the outer half (convex 
side of the trajectory of the wake centerline, i.e., 2̂ < 0) of the 
wake. Therefore, the turbulent stresses should be higher on the 
inner half of the wake than the outer half of the wake. This is 
the case for all measurement locations except for the first two 
measurement locations. The asymmetric nature of the longitudi­
nal component of Reynolds stress is qualitatively similar to the 
results obtained by Koyama (1983) and Nakayama (1987). 
Note that the asymmetry of the longitudinal component of Reyn­
olds stress increases with the downstream location. The devia-
tionary behavior in the asymmetric nature of the turbulent 
stresses at the first two measurement locations may be due to 
the existence of varying longitudinal pressure gradients across 
the channel as the flow enters the curved channel from the 
straight section. 

The lateral distribution of the lateral component of Reynolds 
stress is plotted in Fig. 10. Similar to the longitudinal compo­
nent, the maximum value of lateral component of Reynolds 
stress occurs at the inner half of the wake. The asymmetry 
of the lateral component of Reynolds stress is more than the 
longitudinal component. In other words, the lateral component 
of Reynolds normal stress exhibits more distortion from the 
symmetrical straight wake results. 

The lateral distribution of Reynolds shear stress at various 
longitudinal locations is plotted in Fig. 11. The Reynolds shear 
stress is nondimensionalized by the square of the maximum 
velocity defect. The Reynolds shear stress distribution shows 
the strong asymmetry due to the curvature. The nature of curva­
ture of the wake centerline and the gradient of longitudinal 
velocity suggest a higher value of Reynolds shear stress on the 
inner half of the wake. This is observed at every longitudinal 
location except for the very first two measurement locations, 
where, as explained before, the pressure gradient dominates 
over the curvature effect. It appears that the Reynolds shear 
stress distribution in the outer half of the wake is closer to a 
self preservation state than the inner half of the wake. The 
Reynolds shear stress at the center of the wake is not zero, 
although the lateral gradient of longitudinal velocity is zero at 
the wake center. Raj and Lakshminarayana (1973) also ob­
served nonzero value of Reynolds shear stress at the wake cen­
ter. Recent theoretical and experimental investigations by Scho-
beiri et al. (1994) revealed similar behavior for the Reynolds 
shear stress at the center of a curved wake at a zero streamwise 
pressure gradient. Their theoretical results based on the trans­
formed conservation equations of continuity and motion show 
that for a wake flow with a given curvature, the shear stress 
values at the wake center as well as at the edges are always 
different from zero. The shear stress may assume zero values at 
these lateral locations only if the radius of curvature approaches 
infinity, which results in straight wake flow. 

An overall comparison of the Reynolds shear stress for the 
wake development in the curved channel at zero and positive 
longitudinal pressure gradients can be made by plotting the 
maximum and minimum values of Reynolds shear stress as 
function of downstream distance as shown in Fig. 12. The sym­
bol uv„, stands for a maximum value of Reynolds shear stress 
at the outer half of the wake and minimum value of Reynolds 
shear stress at the inner half of the wake. The maximum and 
minimum values of Reynolds shear stress nondimensionalized 
with the square of the average velocity upstream of the wake 
generating cylinder is shown in Fig. 12(a).Figure 12(ii)shows 
the maximum and minimum values of Reynolds shear stress 
normalized with the square of the maximum velocity defect. 
The filled symbols represent the maximum value of Reynolds 
shear stress that occurs at the outer half of the wake and the 
open symbols represent the minimum value of Reynolds shear 
that occurs at the inner half of the wake. For a straight wake, 
the absolute value of maximum and minimum Reynolds shear 
stress should be the same. Figure 12 shows that the absolute 
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Fig. 12 Longitudinal variation of the maximum value of Reynolds shear 
stress at zero and positive pressure longitudinal pressure gradients. The 
uncertainties of the longitudinal and lateral velocity component measure­
ments essential for calculating the Reynolds shear stress component 
are 1.2 and 3.0 percent. 

value of the minimum Reynolds shear stress occurring at the 
inner half of the wake is higher than the maximum value of 
Reynolds shear stress occurring at the outer half of the wake, 
except for the initial two measurement locations. In the outer 
wake, as shown in Fig. 12(fl), the maximum value of the Reyn­
olds shear stress nondirriensionalized with the averaged inlet 
velocity has almost the same value for the longitudinal locations 
plotted in Fig. 12(fl) for both pressure gradients. In the inner 
half of the wake, the absolute value of minimum Reynolds shear 
stress nondimensionalized with the square of average velocity 
decreases with downstream location at a higher rate for zero 
streamwise pressure gradient than for positive pressure gradient. 
Figure 12(b) shows that the absolute value of Reynolds shear 
stress normalized with the square of maximum velocity defect 
increases with downstream location. This is the case for both 
the inner and outer halves of the wake except for the outer half 
of the wake at the last five downstream locations where the 
normalized Reynolds shear stress decreases sUghtly. At a partic­
ular longitudinal location, the absolute value of normalized 
shear stress has a higher value for zero streamwise pressure 
gradient than for positive pressure gradient. This is similar to 
the results obtained by Gartshore (1967) for a straight wake 
subjected to adverse pressure gradient where he observed a 
lower value of normalized Reynolds shear stress compared to 
the value of normalized Reynolds shear stress for a zero stream-
wise pressure gradient straight wake. 

5 Conclusions 
The wake development behind a stationary cylinder in a 

curved channel at positive longitudinal pressure gradients is 
experimentally investigated. The results of the investigation re­
vealed the following aspects of the influence of streamline cur­
vature and longitudinal pressure gradient on the development of 
wakes. 1.) Comparison of the wake development in the curved 
channel between zero and positive longitudinal pressure gradi­
ents shows that the decay of the non-dimensionalized velocity 
defect is faster at zero streamwise pressure gradient than at a 
positive pressure gradient. Conversely, the growth of the wake 
width is slightly faster at positive pressure gradient than at a 
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zero streamwise pressure gradient. 2.) The product Ui,„b as a 
function of longitudinal location, while being approximately 
constant at zero streamwise pressure gradient, increases at posi­
tive pressure gradient. 3.) Even though the longitudinal compo­
nent of mean velocity is asymmetric with respect to the wake 
center, the mean velocity defect profiles in similarity coordi­
nates are almost symmetric and follow the Gaussian function 
for straight wake data. However, small deviations are observed 
particularly at far downstream locations and wake edges, where 
the wake is slightly wider on the inner half. In general, it may 
be considered that for mild curvature wake with small d/R 
range of 0.002 to 0.003 as presented in this investigation, the 
effect of curvature on mean velocity defect distribution is small. 
4.) The Reynolds stress distributions in similarity coordinates 
are strongly influenced by the curvature. Pronounced asymmet­
ric features are observed for all three components of Reynolds 
stresses measured. The value of longitudinal component of 
Reynolds stress at the inner half of the wake is higher than the 
outer half. The asymmetry in lateral component of Reynolds 
normal stress is higher than the asymmetry in the longitudinal 
component of Reynolds normal stress. The Reynolds shear 
stress distribution has higher values at the inner half than outer 
half. The asymmetry of Reynolds stress distribution increases 
with downstream location. At a particular longitudinal location, 
the absolute value of Reynolds shear stress normalized with the 
square of the maximum velocity defect has a higher value for 
zero streamwise pressure gradient than for positive pressure 
gradient. 
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The Turbulent Incompressible 
Jet in a Curved Coflow 
The effects of small streamline curvature on the growth and axial flow development 
of a turbulent incompressible jet in a curved coflow was investigated experimentally. 
The jet streamline curvature was achieved by introducing the initially round jet 
tangentially into a stream flowing through a curved channel of square cross-section. 
The jet issued from a straight pipe and had a fully developed velocity profile at the 
exit plane. The jet Reynolds number and the coflow-to-jet-velocity ratio were 4300 
and 0.11, respectively. A single component laser Doppler anemometer was used to 
measure the streamwise velocity. Axial mean velocity and turbulence intensity profiles 
were measured at various streamwise locations in both the plane of curvature and 
the surface perpendicular to the plane of curvature. The results indicate that the jet 
growth and turbulence intensity are influenced by the small streamline curvature. 
The growth rate of the curved jet in the plane of curvature is slightly increased 
compared to that of a straight jet. However, the growth of the same curved jet is 
suppressed in the plane perpendicular to the plane of curvature. In the plane of 
curvature, the inner jet half-width is larger than the outer jet half-width. The mean 
velocity profiles in this plane are nearly Gaussian when the lateral distance is normal­
ized by the respective inner and outer side jet half-widths. The axial turbulence 
intensity profiles show asymmetry in the plane of curvature with a pronounced peak 
on the outer side of the jet. 

Introduction 

Although turbulent flows have been studied for a long time, 
little attention has been paid to turbulent curved flows with 
three-dimensional influences compared to that directed toward 
shear flows with negligible or no streamline curvature. It is 
known that an inviscid instability arises in a turbulent flow 
where the angular momentum decreases away from the center 
of curvature. This instability, which is brought on by the centrif­
ugal force gradient in the primary strain rate direction, is ex­
pected to increase turbulent stress levels and three-dimensional, 
effects (So, 1975). On the other hand, when the angular mo­
mentum increases away from the center of curvature, the flow 
experiences a stabilizing effect and turbulent stress levels and 
three-dimensional effects are expected to be suppressed. Indeed, 
earlier studies of curved boundary layers showed that turbulence 
is suppressed in a boundary layer over a convex curvature (So 
and Mellor, 1973) and enhanced when the boundary layer is 
subjected to a concave curvature (So and Mellor, 1975). A 
review of streamline curvature effects on turbulent flow struc­
ture is provided by Bradshaw (1973). 

In the case of free shear flows with streamline curvature, 
mixing layers have received the bulk of the attention (Rapp and 
Margolis, 1967; Wyngaard et al., 1967; Castro and Bradshaw, 
1976). These studies showed that the mixing layer is stable 
when the velocity gradient is positive in the radial outward 
direction, and conversely, it is unstable when this gradient is 
negative. Through these studies it was also observed that the 
initially two-dimensional shear layer becomes three-dimen­
sional when subjected to destabilizing streamline curvature. 
This behavior is attributed to the development of an instability-
driven secondary flow structure. 

The structure of turbulent jets with streamline curvature is 
intrinsically more complex. While mixing layers have their tur­
bulence either augmented or suppressed, depending on the sign 
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of the velocity gradient in the primary strain rate direction, 
turbulent jets possess both turbulence-augmented and turbu­
lence-suppressed regions simultaneously. The outer side of the 
jet is subjected to unstable angular momentum stratification, 
while the inner side of the jet experiences a stable angular 
momentum stratification. Most previous investigations of curva­
ture effects in jets were performed either by placing a jet in a 
cross-flow (Hanui and Ramaprian, 1989) or by injecting it into 
a large cavity in order to obtain streamline curvature (Masuda 
and Maeda, 1986, Masuda and Andoh, 1989). These studies 
indicate that in the initial jet region, while the mean axial veloc­
ity profiles remain symmetric, the fluctuating velocity and Reyn­
olds shear stress show strong asymmetry, pointing to an altered 
turbulent transport process. In the initially developing region of 
a plane jet, the ratio of unstable-side maximum Reynolds stress 
to stable-side maximum Reynolds stress grows rapidly with 
increasing axial distance and reaches the value of 2 by ten 
nozzle widths from the exit plane. 

In the curved wake, the stable and the unstable sides of the 
shear layer are interchanged; the inner side of the wake is unsta­
ble and the outer side is stable. A study of the effects of stream­
line curvature on the three-dimensional structiire of a plane 
wake has been conducted by Weygandt and Mehta (1993). The 
effects of curvature were most apparent in the Reynolds stress 
results, especially those for the primary shear stress. The distri­
butions of both the turbulent kinetic energy and shear stress are 
affected by curvature. The peak levels of the turbulent shear 
stress were increased on the unstable side and decreased on the 
stable side, compared to those in a straight wake. Streamline 
curvature also produced a larger wake growth rate. Ramjee and 
Neelakandan (1989) investigated the two-dimensional wake of 
a rectangular cylinder in a curved stream. Their results indicate 
that the streamline curvature affects the turbulence field of the 
wake quite significantly, with the strongest effects on the far 
field Reynolds shear stress distribution. 

The present investigation aims to study the structure of a 
turbulent jet subjected to a small streamline curvature. The ge­
ometry of the flow is different than those of the previous curved 
jet investigations discussed above. In this study an initially 
round turbulent jet with a fully developed turbulent pipe flow 
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Fig. 1 Schematic diagram of the water tunnel facility 

velocity profile is injected tangentially into a co-flowing stream 
in a curved rectangular duct. With co-flow-to-jet velocity ratio 
of 0.11, the jet trajectory does not exactly follow the test channel 
curvature, but undergoes an even milder streamline curvature. 
By its nature, the jet contains both the stable inner side and the 
unstable outer side. In selecting this three-dimensional geome­
try, emphasis is placed on elimination of wall effects, and of 
the pressure gradients of a jet in a crossflow, so that the jet is 
influenced by the streamline curvature alone. 

Experimental Facility and Procedure 
The facility consisted of a closed-return low speed water 

tunnel, a jet injection system, a laser Doppler velocimeter 
(LDV) system with a seed generator, and a traversing mecha­
nism for the optical system. A schematic diagram of the water 
tunnel and the jet assembly are shown in Fig. 1. The pump was 
placed as far as possible from the diffuser (3 m) to minimize 
the propagation of possible pressure fluctuations into the test 
section. The setthng chamber, with dimensions of 0.61 X 0.61 
X 1.13 m, was divided into two regions by a vertical partition 
wall whose purpose was to prevent large scale turbulent motion 
from propagating into the test section. The flow returning from 
the pump outlet was introduced in the small region of the set­
tling tank just below the water level. Water was allowed to 
gently spill from this region over the partition wall into the 
large section of the settling tank. The converging nozzle before 

the test section was 0.48 m long with a contraction ratio of 4.5. 
The flow straighteners at the inlet of the nozzle were sandwiched 
between two fine wire square mesh screens. Another fine wire 
screen was placed 0.10 m downstream of the nozzle inlet. The 
turbulence intensity in the test section was measured to be 2 
percent at a Reynolds number of 23,000 based on the hydraulic 
diameter of the test section. 

The curved test section had a square cross-section of 0.16 X 
0.16 m. The test channel center line had a radius of curvature 
of 0.85 m and an arc length of 57 degrees. Mean velocity at 
the test section inlet was 0.15 m/s. The Reynolds and Dean 
numbers characterizing the free stream in this investigation were 
RBO = 23,000 and De = 1,000, respectively. The jet was injected 
into the test section through a 3.175 mm diameter stainless steel 
tube, which was introduced from the top wall of the nozzle 
approximately 15 cm upstream of the test section inlet. The 
tube was bent 90 degrees at the test section centerline, thus 
bringing it parallel to the direction of the mean flow. From the 
point of the bend the tube extended 16 cm, thus positioning the 
exit plane of the jet approximately 1 cm downstream of the test 
section inlet. This arrangement made the initial trajectory of 
the jet tangent to the test section centerline. An air-pressurized 
cylinder was used to control the jet so that precise adjustments 
of the jet flow rate could be made. The loss of water volume 
in the cylinder, and thus the hydrostatic head, was compensated 
for by continuously adding water into this cylinder via a variable 
mass flow valve. The additional mass introduced into the closed-
loop water tunnel by the jet was removed through a tube exiting 
from one side of the settling chamber and a mass flow meter. 
Throughout the study, the variation of the jet and coflow mean 
and turbulent velocity measured by the LDV system was within 
±0.3 percent. 

The single-component LDV system was configured to operate 
in the backscatter mode and was powered by a 15 mW Helium-
Neon laser at the 632.8 nm line. The measuring volume formed 
by the crossing of the two beams was aligned with the local 
streamhne direction to measure the streamwise component of 
velocity. The ellipsoid LDV probe volume had a diameter of 
0.13 mm and an effective length of 0.6 mm. Silicon carbide 
particles with a nominal diameter of 14 /xm were used to seed 
the jet and the co-flow fluids. A 5 fim filter was used to remove 
contaminant particles in the water supply for both the jet and 
the co-flow before introducing the seed material. A TSI model 
1980 B counter was used to process the signal output from the 
photo-multiplier tube. Before being timed by the counter, the 
Doppler bursts were conditioned by high-pass and low-pass 
filtering at corner frequencies of 600 kHz and 30 kHz, respec­
tively. Eight cycles of the Doppler burst were used to determine 
its frequency and only those bursts which passed the 1 percent 

N o m e n c l a t u r e 

by = jet half-width in the plane of curva­
ture 

b^ = jet half-width in the normal plane 
d = jet diameter at exit 
D - hydraulic diameter of test channel 

D, = Dean number (= (VJilv)(hlRt) "^) 
h = test channel width 
r = jet radius at exit 

Ra„ = jet average radius of curvature 
Re = test channel center line radius of 

curvature 
Ri = test channel inner wall radius of 

curvature 
RCj- = jet Reynolds number (= Ua«dlv) , 

Re„ = coflow Reynolds number 
i=U^DIv) 

U — mean velocity component in the x 
(streamwise) direction 

U,„ = maximum mean velocity in x di­
rection 

Uj = maximum jet velocity at exit 
t/„„ = average jet velocity at exit 
(/„ = coflow mean velocity at test sec­

tion entrance 
11* = nondimensional velocity ( = (f/ — 

U„)/(U,„- t / J ) 
u' = fluctuating velocity component in 

the streamwise direction 
u'„, = maximum fluctuating velocity 

component 

X 

u'„ = coflow fluctuating velocity at test 
section entrance 

6 = radial location of maximum ve­
locity measured from test chan­
nel centerline 

V = dynamic viscosity 
X = local streamwise coordinate for 

j e t ( = ( i? ,+ 5)</.) 
y = local radial coordinate for jet 
z = local coordinate for jet normal to 

X and y 
Y = rectangular coordinates mea­

sured from the center of curva­
ture of test channel 

(f) = polar coordinate measured from 
jet exit 
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Fig. 2 Jet trajectory and coordinate system 

comparison test (8 cycle-to-4 cycle frequency comparison) 
were validated. To prevent velocity biasing, the analog output 
of the counter was used for data acquisition. The analog output 
of the counter was digitized by a 12-bit 8-channel analog-to-
digital converter. In the experiments, the validated burst rates 
were over an order of magnitude higher than the data acquisition 
rate. An IBM AT-type (Intel 80286-based microprocessor) per­
sonal computer controlled the data acquisition. Data was ac­
quired at a rate of 65 samples per second. The sample record 
length was determined by an analysis of its effect on the mean 
and rms velocity values. Based on this analysis, 11,700 samples 
were obtained per point which translates into approximately 
180 seconds of sampling time. The LDV system was placed on 
an aluminum traverse table in an arrangement which allowed 
the probe to be positioned in three-dimensional space at any 
point inside the test section. The positioning accuracy of the 
traverse system is ±0.5 mm in the x direction and ±0.05 mm 
in y and z directions. 

The uncertainty in the measurement of U and u' were esti­
mated to be within 3 and 4 percent, respectively. The corre­
sponding uncertainty in the determination of the jet half-width, 
b, was less than 8 percent. The uncertainty in the measurements 
was obtained taking into account the various potential sources of 
error including the positioning accuracy of the optical traverse 
system and the inherent precision limit of the LDV system. In 
the uncertainty estimate of w', additional potential errors due 
to the finite probe length, electronic noise and the bit resolution 
of the analog-to-digital converter were also taken into account. 

Results and Discussion 
The average jet exit and the uniform co-flow velocities were 

1.35 m/s and 0.15 m/s, respectively. The velocity profile at the 
exit plane is that of a fully developed pipe flow. The streamwise 
distance, xld, in terms of the angle, <̂ , was chosen as (see Fig. 
2) 

X 

d 
(Re + 6)<k 

d 
(1) 

This definition was used to better account for the actual trajec­
tory of the jet with respect to the channel centerline. The local 
coordinates in the x, z surface were determined by the values 
of Re + 6 corresponding to a particular streamwise position. 
Therefore, thsx,z surface was located at a radial distance where 
the velocity in the x, 3) plane attained a maximum value (Fig. 
2) . Both y and z locations were referenced from the point of 
maximum mean velocity in the x direction. Negative y and z 

correspond to locations in the inner curvature and lower regions 
of the jet, respectively. 

The jet exit mean and rms velocity profiles in both the x, y 
and x, z planes and passing through the duct centerline are 
shown in Fig. 3. At xld = 1, it is observed that the mean 
velocity profiles in the two planes are essentially coincident 
indicating that the jet in the initial stage is axisymmetric. Close 
to the edge of the jet the nondimensional mean velocity assumes 
a small negative value indicating a drop in the local velocity to 
a level below that of the coflow. This is due to the wake devel­
oping downstream of the wall of the tube from which the jet 
emerges. The maximum mean velocity at the exit was Uj = 1.7 
m/s. From the profiles, the average (bulk) velocity at jet exit 
is calculated to be 1.35 m/s. The turbulence intensities reach 
their maximum value (approximately 14 percent) away from 
the jet axis. These maxima occur roughly around the location 
of maximum mean shear. 

Jet Trajectory. Figure 2 shows the jet trajectory in the 
plane of curvature {x, y plane) up to xld = 97.5. This schematic 
represents the physical location of the time averaged jet in the 
test section and is obtained by superimposing the jet on the 
geometry of the test channel. Here, the jet boundary is repre­
sented by the symbols and is defined as the location where the 
local excess velocity becomes 10% of the maximum value for 
a given profile. The solid lines are drawn through the data as a 
visual aid. Throughout the study, the trajectory of the maximum 
mean velocity, U„, is taken to be the centerline of the jet. The 
global coordinate system X, Y was non-dimensionalized with 
respect to the test channel center Une radius of curvature, R^.. 
The jet centerline does not follow the exact curvature of the 
test channel, but exhibits a milder curvature. This was expected 
based on initial flow visualizations using a dye tracer. The visu­
alizations showed that it was not possible to achieve a jet trajec­
tory which completely follows the test channel curvature and 
at the same time maintain an initial jet Reynolds number high 
enough to ensure a near equilibrium free turbulent jet flow. The 
mean radius of curvature of the jet, /?„„, was determined by 
fitting a circle to the data points in Fig. 2 which results in the 
following expression: 

Rati _ 1 ~ YjIRc _ (XjIRc)' 

2 Sin" a,. 2(1 - YIR,)Cos^aj 
(2) 

Here, Xj and Yj denote the location of the jet axis in the coordi­
nate system shown while aj is defined by the following equation: 
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Fig. 3 IMean velocity and turbuience intensity profiles atx/d = 1 (solid 
symbols represent turbulence intensity) 
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aj = tan" 
1 - Yj/R, 

Xj/Rc 
(3) 

Using the first and the last points along the jet axis yields i?„„/ 
R,. = 2 which again illustrates the inability of the jet to com­
pletely follow the outer stream direction. Since the test section 
centerline curvature is R^ = 0.85 m and the jet diameter d = 
3.175 mm, the ratio d/R^y = 1.87 X 10"' , indicating a modest 
curvature for the turbulent jet. 

Jet Growth Rate. The growth of the jet with downstream 
distance in both the x, y, and the x, z planes is presented in 
Fig. 4. Here, by is the average value (inner and outer side) of 
the jet half-width in the plane of curvature and b, is that in the 
surface normal to the plane of curvature. The jet half-width is 
defined as the distance from jet centerline to the point where 
the mean excess velocity is equal to 0.5 (U,„ — U„). The solid 
lines in Fig 4 are drawn through the data points as a visual 
aid. The growth of the present jet half-width in both planes is 
compared to the growth of two circular straight jets; one with 
no corfiow (So et al., 1990) and the other in a coflowing stream 
(Biringen, 1986). Biringen reports a coflow-to-jet exit velocity 
ratio of f/„/t/„„ = 0.1 for his study, which closely matches the 
present value of [/<,/t/„„ = 0.11. This close correspondence 
allows the comparison of the structure of the two jets without 
significant concern of velocity ratio effects. So and Huang 
(1989) show that the effect of coflow-to jet velocity ratio on 
jet growth is substantial only when that ratio is small. Their 
results indicate that traversing from a ratio of 10 to 11 percent 
incurs only a small (less than 3 percent) reduction in jet spread­
ing rate. Therefore, using Biringen's (1986) straight jet results 
in Fig 5 as a comparison case by which to assess curvature 
effects seems reasonable. Note that the average growth of the 
curved jet as given by ^bybjd, is slightly smaller compared to 
the growth, bid, of the straight jet which could be attributed to 
the difference in the coflow-to-jet velocity ratio. 

The nonlinear growth rate is characteristic of all coflowing 
jets. Furthermore, it has also been observed that, with a fixed 
set of initial conditions, the growth rate of the co-flowing 
straight jet decreases with increasing f/o/t/„„ (Maczynski, 1961; 
Antonia and Bilger, 1973; Biringen, 1986). This change in the 
growth rate is generally attributed to the annular shear layer 
instability modes in the initial jet region. These modes are sensi­
tive to the velocity ratio and in turn can have a significant 
impact on the far field jet growth and mixing. The experimental 
data points for the co-flowing jets were fit with a second order 
polynomial as shown by the solid lines in Fig. 4. The curved 

jet grows faster in the x, y plane (i.e., the plane of curvature) 
than it does in the x, z surface. While the average width, by, in 
the plane of curvature (i.e., the x, y plane) is slightly larger 
than that of the straight jet of Biringen, the corresponding jet 
half-width h^, in the x, z plane, which is normal to the plane 
of curvature, is significantly suppressed. At xld — 97.5, by is 
approximately 35 percent larger than b,. This is evidence that 
at large streamwise distances the time-mean cross-section of 
the jet is no longer circular. This structural feature of the curved 
jet was confirmed through laser sheet flow visualizations. 

Careful examination of the velocity profiles in the plane of 
curvature reveals that in addition to the average half-width by 
being larger than its counterpart fc^, it also displays a clear 
asymmetry between the inner and outer sides for xld > 50. 
The growth of the outer and inner side jet half-widths, by„ and 
byj, respectively, is shown in Fig. 5. Up to xld = 50, the half-
widths on either side of the jet in the plane of curvature are 
nearly equivalent, but beyond that there is a definite difference 
in their size, with the most substantial difference showing up 
around xld = 70. This asymmetry strongly suggests that the 
effects of curvature, which are different on each side of the jet, 
are responsible for this behavior. In the present case, there is 
competition between two distinct effects of streamline curva­
ture. First, the enhanced instability (hence increased turbulent 
momentum transport) on the outer side would tend to cause 
that side of the jet to grow more rapidly than the corresponding 
straight jet. Second, the mismatch between the jet curvature and 
the co-flow curvature results in the development of a secondary 
flow which tends to retard the growth on the outer side. The 
converse is true for the inner side of the jet. In this respect, the 
jet in a curved co-flow acts like a jet inclined at a slight angle 
to a small crossflow because its momentum permits it to defeat, 
in part, the guiding effect of the weak coflow. A wake in a 
curved coflow is swept along, passively by the guiding outer 
flow. In general then, jets in a curved coflow will be subjected 
to these competing effects outlined above until the initial jet-
to-co-flow velocity ratio falls below unity and a wake-like flow 
is established. In this respect, the behavior of a round turbulent 
jet injected into a curved coflow is substantially different than 
that of a boundary layer with a streamline curvature. The two-
dimensional boundary layer is partially guided by the convex 
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• outer side; by_o/d 

D • 

2 -

I 

O l t ' I I I I I I I 
0 20 40 60 80 100 

X / d 

Fig. 5 Inner and outer jet half-widths in the x, y plane 
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Fig. 6 Mean centerline excess velocity decay 

or concave wall and the exchange of momentum takes place 
only at its interface with the freestream; thus, the growth of the 
layer is controlled essentially by turbulent transport. In contrast, 
the three-dimensional jet in a curved coflow is free to exchange 
momentum all around its periphery and turbulent transport is not 
necessarily the dominant mechanism for growth. This partially 
explains the seemingly contradicting trend of reduced growth 
rate of the unstable side of the jet when compared to the en­
hanced pattern of growth observed in a turbulent boundary layer 
over a concave surface. 

Centerline Velocity Decay. The streamwise distribution of 
the maximum mean (or centerline) velocity, U„, of the curved 
jet is shown in Fig. 6 along with the results of the straight jet 
of Biringen (1986) in a coflow. When normalized using the 
initial jet excess velocity, the agreement between the decay 
patterns of (t/„ — U„) for the two jets is remarkably good. The 
solid line is the expression 

(t/,„ - [/„)/([/,„ - t / J = k(xld) + K (4) 

with k = 0.136 and ko = 0. For a free jet in a nonmoving 
environment, the value of k is typically between 0.23 (So et 
al , 1990) and 0.2 (Wygnanski and Fiedler, 1969). Therefore, 
the maximum velocity decays at a lower rate in a jet with a co-
flow as compared to the free jet. On the other hand, the addition 
of the mild streamline curvature to the co-flowing jet apparently 
does not otherwise change the center-line velocity decay pattern. 

Mean Velocity Profiles. Figure 7 shows the jet mean veloc­
ity profiles in the plane of curvature. Here, the mean excess 
velocity is nondimensionalized with the local maximum veloc­
ity excess and the lateral coordinate is normalized with the 
appropriate jet half-width, byj or by_„. This non-dimensionaliza-
tion is applied because it is considered appropriate to scale each 
side of the jet by the different growths observed. It is clear that 
this approach provides a good collapse of the data into a nearly 
self-preserving form for U* > 0.2. The behavior below that 
value is neither self-preserving in appearance nor symmetrical. 
Furthermore, at xld a 40, in Fig 7a, there is a clear departure 
of the data from the Gaussian on the outer side of the jet and 
this is maintained at larger j:/rf as seen in Fig. l{b). As a guide 
for comparison purposes, the Gaussian profile given by 

U- U„ 

u,„ u. 
cxpl-[n2(y/by]. (5) 

where b is by „ for y > 0 and by, for }) < 0, is also shown in 
Fig. 7. 
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Fig. 7 Mean velocity profiles in the x, y plane; the solid line is given by 
Eq. (5) 

Figure 8 shows the normalized mean excess velocity profiles 
in the x, z plane. Unlike their x, y plane counterparts, these 
profiles show a good degree of symmetry about the jet center-
line throughout the measurement domain. Also, they collapse 
well onto one curve indicating that the mean velocity profiles 
attain a "self-preserving" shape at least in the x, z plane. The 
same Gaussian curve given by Eq. 5 is repeated here for compar­
ison. 

Turbulence Intensity. Turbulence intensity profiles were 
obtained at several streamwise locations both in the plane of 
curvature and in the surface normal to it. The profiles in the 
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plane of curvature are presented in Fig. 9. An asymmetry is 
observed in these profiles with significantly higher levels of 
turbulence on the outer side of the jet. The asymmetry starts to 
manifest itself at xld = 50, the same location where the velocity 
profiles in the plane of curvature on the outer side show a 
marked departure from their previous behavior. This is also the 
location where the growth in by on either side of the jet begins 
to show asymmetry. By a streamwise location of xld ;« 80 
(Fig. 9{b)) the peak intensity has increased more than 30 per­
cent over its maximum at distances xld s 50 (Fig. 9 (a ) ) . 
When xld = 100 is reached the turbulence intensity distribution 
has declined back almost to the original levels. Obviously, there 
is some enhanced production of turbulence starting around xld 
= 50 and peaking at about xld= 80, with an apparent relaxation 
occurring by xld = 100. 

As discussed earlier, this behavior is due to the existence of 
a pair of stability-mismatched sides. For y > 0 the gradient of 
the centrifugal force is negative. This source of instability leads 
to augmented turbulence. On the other hand, for y < 0, the 
centrifugal force is stably stratified which discourages the ex­
change of momentum between adjacent layers of fluid. There­
fore, on this side of the jet, the turbulence intensities are smaller. 
The higher turbulence levels in the outer side of the jet can also 
be attributed to the increasing mean strain rate with streamwise 
distance. It provides the additional source of turbulence produc­
tion, and thus higher turbulence intensities. Again, however, the 
root cause is the inviscid instability in the outer jet. It is this 
instabiUty which causes the larger velocity gradients occurring 
on this side of the jet. As to the occurrence of a maximum of 
outer side turbulence around xld = 80, this could be the due 
to the continuously changing jet streamline curvature with 
streamwise distance which most likely becomes too weak to 
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produce extra strain rate beyond xld = 80, and the turbulence 
field starts relaxing back to equilibrium levels. In contrast, the 
turbulence intensity profiles in the x, z surface are nearly sym­
metric (Fig. 10) and essentially similar in nature to those for 
straight jets. The turbulence levels remain relatively uniform 
with streamwise distance and for xld > 50 turbulence in the 
x, z plane is significantly smaller than that on the plane of 
curvature. 

Conclusions 

The structure of an incompressible, curved turbulent jet was 
experimentally investigated. In order to study the effects of a 
mild streamline curvature on the flow structure, the jet was 
introduced parallel into a stream flowing through a curved chan­
nel. The jet issued from a straight pipe and had a fully developed 
velocity profile at the exit. The jet's streamline curvature was 
milder than that of the coflow. Streamwise velocity measure­
ments were performed using an LDV system. The results indi­
cate that even a mild streamline curvature can alter the global 
structure of the jet with the strongest effects on the jet growth 
pattern. The major conclusions can be listed as follows: 

(1) The jet grows faster in the plane of curvature than it 
does along the surface normal to the plane of curvature. At 
approximately 100 jet diameters downstream from the exit, the 
jet half-width in the plane of curvature is 35 percent larger 
than its counterpart in the surface perpendicular to the plane of 
curvature. 

(2) The mean velocity profiles in the plane of curvature 
are asymmetric when xld == 50 with the outer jet half-width 
always smaller than the inner jet half-width. On the other hand, 
the streamline curvature does not seem to have any effect on the 
decay rate of the maximum mean excess velocity. The curved jet 
essentially has the same center-line velocity decay rate as the 
straight jet with the same jet-to-co-flow ratio. 

(3) The jet turbulence structure is significantly altered by 
the streamline curvature. Turbulence intensity profiles show a 
strong asymmetry in the plane of curvature. Turbulence levels 
are higher on the outer side where the mean angular momentum 
is unstabily stratified as compared to those levels in the inner 
side where the angular momentum gradient imposes stability. 
The outer side turbulence intensity reaches a maximum around 
xld = 80. Beyond this point, it relaxes back to the levels for 
xld < 60. 
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Effect of Dispersed Phase on 
Modification of Turbulent Flow 
in a Wall Jet 
The interaction between dispersed particles and fluid turbulence for a vertical down-
flow turbulent wall jet embedded in a uniform stream was investigated experimentally 
and numerically. Three kinds of size classified spherical particles, which were smaller 
than the Kolmogorov lengthscale of the flow, were dispersed in the jet upstream of 
the test section. The particle mass loading ratios were set at up to 0.3. Particle and 
gas-phase velocities were measured by laser Doppler velocimetry with particle size 
discrimination, and numerical simulations were carried out considering momentum 
exchange between both phases. Motion of small particles with Stokes number of 
around unity was influenced by strong shear in the developing region. Streamwise 
turbulence intensity was strongly attenuated by the addition of particles in the free 
shear layer region, while transverse turbulence intensity was suppressed in the fully-
developed region of both the free and wall shear regions. Modifications of the mean 
fluid velocity by the particles induced reduction in the Reynolds stress, which alters 
the turbulence production. Turbulence modification by particles, with Stokes number 
of order of unity, is due primarily to the extra dissipation which is a function of 
particle mean concentration and fluid turbulence in the fully-developed region. 

1 Introduction 
Particle-laden flows occur in essentially all areas of engi­

neering and understanding the particle-turbulence interaction 
problem is of great importance. Experimental and numerical 
efforts in turbulence modification by addition of solid particles 
in air flow have revealed that reduction of gas-phase turbulence 
intensity is strongly correlated with particle Stokes number and 
particle mass loading. Eaton (1994) recently reviewed the ex­
periments and simulations in turbulence modification of simple 
flows and showed significant turbulence attenuation for mass 
loading ratios greater than 0.1. Gore and Crowe (1989) com­
piled data in recent reviews concluding that small particles at­
tenuate turbulence and large particles augment it. They used 
the particle diameter normalized by a turbulence length scale. 
Adding particles to a single-phase flow dramatically increases 
the number of dimensionless parameters needed to characterize 
the flow and particle behavior. At present, it is difficult to re­
solve all the parameters involved in the development of models 
for turbulence modification by particles. 

Turbulence modification has been extensively studied in 
fully-developed pipe flows (e.g., Maeda et al., 1980; Tsuji et 
al., 1984), axisymmetric jet flows (e.g., Modarress et al., 1984; 
Shuen et al., 1985; Fleckhaus et al., 1987; Hardalupas et al., 
1989), turbulent boundary layer flow (Rogers and Eaton, 
1991), fully-developed channel flow (Kulick et al., 1994) and 
homogeneous isotropic turbulence (Squires and Eaton, 1990; 
Elghobashi and Truesdell, 1993). Development of turbulence 
models for particle-laden flows has created a demand for accu­
rate experimental data in inhomogeneous flows to extend the 
understanding of the effect of particles on turbulence in complex 
flows. 

The most commonly used turbulence models in dilute two-
phase flow are based on the k-t two-equation model. These 
models are represented by the approach of Elghobashi and 
Abou-Arab (1983) and Rizk and Elghobashi (1989). Transport 
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equations of turbulence kinetic energy and its dissipation rate 
are retained with the addition of extra terms by particles. The 
constants in the original single-phase model are left unchanged, 
however these constants were found to change rapidly with 
increasing mass loading of light particles from the direct numer­
ical simulation database of particle-laden isotropic turbulence 
(Squires and Eaton, 1994). The most prominent problem in 
numerical modeling is to model the destruction of extra dissipa­
tion by the presence of particles in e-equation. Values of a new 
constant for the destruction of extra dissipation by particles 
have been used indicating that the model is poorly established 
at this time (Eaton, 1994). If turbulent velocity fluctuations 
along particle path are known, the destruction of dissipation by 
particles can be calculated (Elghobashi and Abou-Arab, 1983). 
Berlemont et al. (1990) have made considerable effort and 
progress in this area. 

The objective of this study is to extend the understanding 
of turbulence modification by particles in complex flows and 
turbulent wall jet embedded in a uniform stream is considered 
to investigate how particles respond to turbulence in a wall jet 
with freestream and how turbulence is modified by the presence 
of particles. The wall jet is thought of as a two-layer shear flow 
comprising an inner region in which the flow is similar to a 
turbulent boundary layer, and an outer layer where the shear-
layer character is more like that of a free shear flow (Launder 
and Rodi, 1983). The turbulent wall jet was selected in order 
to examine that the particle motion and the turbulence modifica­
tion are influenced by the strong shear in both the free and wall 
shear regions, which cannot be observed in boundary layer and 
channel flows in which the velocity gradient is steep only near 
the wall. The present study considered the effects of variations 
in particle Stokes number (ratio of particle relaxation time to 
fluid turbulence) and particle mass loading, on the development 
of the boundary layer and the free shear layer in the self-similar 
region of the wall jet starting from 20 slot widths downstream 
of the nozzle, which was confirmed by the experiments of Zhou 
and Wygnanski (1993). In this work, both fluid and particle 
velocities were measured by laser Doppler velocimetry with 
particle size discrimination, and numerical simulations were 
performed by a low-Reynolds-number k-e model considering 
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Table 1 Fluid flow parameters 

1 Tracer feeder 
2 Settling chamber 
3 Valve 
4 Particle feeder 
5 Orifice 
6 Manometer 
7 Stralghlener 
8 Screen 
9 Splitter plate 

10 Settling duct 
11 Contraction nozzle 
12 Test Section 
13 Orifice 
14 Manometer 
16 Valve 
16 Blower 
17 Cyclone separator 
18 Valve 
19 Particle collector 
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Fig. 1 Schematic of air and particle feed system 

momentum exchange between both phases and particle Lagran-
gian simulation techniques (Berlemont et al., 1990). Validation 
of the present numerical technique is discussed by comparing 
with experiments. 

2 Experimental Facility and Techniques 
The present experiments were performed in a blower-driven, 

two-dimensional, vertical turbulent wall jet wind-tunnel. The 
air flow was directed vertically downwards and the jet, but not 
the freestream, was uniformly loaded with particles, which was 
checked by laser Doppler velocimetry (LDV) at the nozzle exit. 
Figure 1 depicts the basic air flow and particle supply system. 
The air passed through a mixing chamber where aluminum 
powder of approximately 1 (im was added as a tracer of the 
air. The flow was then divided into two streams and passed 
through a set of grids. After the grids, the flow passed though 
a 7:1 contraction to the test section. The uniformity of the 
freestream was measured with LDV at three spanwise stations. 

Parameters 

width of jet b 
Jet velocity at nozzle_exit C/jei 
freestream velocity U„ 
Reynolds number Rcje, 

momentum thickness 6„ 
friction velocity wj 
Kolmogorov microscale at Y„,, T]^ 

5 mm 
lOm/s 
2 m/s 
3300 
0.2 
11 mm 
0.15-0.19 m/s 
860-1100 ^m 

* Values in the fully-developed region (x/b = 30-50). 

The test section was a rectangular channel, 150 X 100 mm^, 
and 800 mm long. The side walls of the test section were optical 
glass for optical access for LDV. The particles were then recov­
ered after the test section using a cyclone separator. 

Pressure taps were located along the centerline of the jet-side 
wall, for measuring the streamwise pressure gradient. Jet efflux 
velocity was 10 m/s yielding jet Reynolds number of 3300. 
Some of the properties of the flow are presented in Table 1. 
The momentum thickness of the upstream boundary layer was 
calculated from velocity measurements made near the jet exit 
(x/b = 0.2) by 

=r (Uf/Uo, - l)(Uf/U^)dy\ (1) 

Friction velocities were estimated by using the relation between 
wall shear stresses, r„, and coefficients of skin friction, Cf, 
(Bradshaw and Gee, 1962), which was confirmed by the experi­
ments of a self-preserving plane wall jet by Irwin (1973): 

Cf = 0.026 (2) 

(3) 

The Kolmogorov micro lengthscales at Y,„a„ were estimated in 
this study (Tennekes and Lumley, 1972) 

V = '^"X 
•* m a x ^ T (K = 0.41). (4) 

Three classes of particles were used in the present set of 
experiments and their characteristics are compiled in Table 2. 

N o m e n c l a t u r e 

c = fluctuating particle concentration 
C = mean particle concentration 

fo, = (th component of fluctuating parti­
cle drag force 

f Di = ith component of instantaneous 
particle drag force ( FD, + fo) 

PD, = ith component of mean particle 
drag force 

Ml, = particle mass 
u = streamwise velocity fluctuation 
Ufi = (th component of fluid instanta­

neous velocity 
"p, = (th component of particle instanta­

neous velocity 
0 = streamwise mean velocity 

U/ = instantaneous fluid velocity vec­
tor 

U, = local maximum velocity in the 
jet 

V = transverse velocity fluctuation 
V — transverse mean velocity 

\p = instantaneous particle velocity 
vector 

X = streamwise direction 
y = transverse direction 

max = distance from the surface where 
the local velocity is maximum 

,x/2 = distance from the surface where 
the local velocity is reduced to 
one-half of its maximum value 
V-'max/2 ^ ^inaxj 

K = von Karman constant (K = 0.41) 
/U = viscosity of air 
V = kinematic viscosity of air 

VT = eddy viscosity {c^.f^ik^Ie)) 
p = density 

Tp = particle time constant 
_ (Ppdf,/I8pfiy) 
Tp = corrected particle time constant 

Subscripts 
/ = fluid property 
p = particle property 

Superscripts 
- = mean value 
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Table 2 Particle properties 

Properties Glass Glass Nickel 

number mean diameter dp 
Stan. dev. of diameter ap 
density pp 
particle time constant T,, 
corrected time constant rji* 
terminal velocity V, (=rp-g) 
particle Stokes number St* 
particle mass loading ratio 4> 
particle volumetric fraction 
particle Reynolds number range Re^ 

49.3 ixm 
4.85 iim 
2590 kg/m' 
19.1 ms 
13.6-15.6 ms 
0.18 m/s 
0.56-2.2 
0.1 
4.6 X 10~^ 
2.0-5.4 

140 jxm 
8.9 /am 
2590 kg/m' 
154 ms 
70.5-124 ms 
1.51 m/s 
2.7-17 
0.3 
1.3 X 10^" 
2.0-20 

50.3 fim 
6.68 ^m 
8404 kg/m' 
64.6 ms 
45.2-64.6 ms 
0.63 m/s 
1.2-9.7 
0.3 
4.3 X lO-'* 
0.27-6.5 

• Values in the fully-developed region {xlb = 30-50). 

The corrected particle time constant, for a non-Stokesian parti­
cle, which can be written as 

4dpPp 

3pfCj{U„- UfY + iV,- Vf) 
(5) 

is the time required for a particle in free-fall to accelerate from 
rest to 63 percent of its terminal velocity, which time was com­
puted using the drag law given by Morsi and Alexander (1972). 
The coefficient of drag, Co, is a function of the particle Reyn­
olds number which is defined by 

4.̂ ,̂-ua (6) 

and the coefficient of drag, Cp, is given by Morsi and Alexander 
(1972). The Saffman lift force (1965) 

Fr = 1.615 iidl 
duf 

dxj 
{Uf. - Up), (8) 

may influence particle motion in regions of strong shear. In the 
present investigation, however, it is impossible to estimate the 
instantaneous gradient of fluid velocity at each particle point. 
Therefore the lift force term is estimated by 

FL, 1.615 iJidl 
Axj 

{Uf. - Up.), (9) 

The particle size distributions were determined by using succes­
sively smaller sieves and the particle sphericity was checked 
using a microscope. The Stokes number is based on the cor­
rected particle time constant and the characteristic timescale of 
energy-containing eddy based on the turbulence kinetic energy, 
k, and its dissipation rate, e, from the computational results. 

Velocity statistics of both gas and particle phases were ob­
tained using a He-Ne three-beam LDV (Fleckhaus et al., 1987) 
for simultaneous two-component velocity measurements by em­
ploying the polarization of the laser beam. Discrimination be­
tween gas-phase tracers and the particles was done by compar­
ing peak value of amplitude of the pedestal signals and Doppler 
frequency was detected by using FFT-type signal processor with 
Digital Signal Processor for a poor signal to noise ratio (Ko-
bash ie ta l , 1991). 

Pressure was measured through taps located on the wall of 
the jet side along the centerline. The static pressures were mea­
sured by a digital manometer with resolution of 9.8 X 10"^ Pa. 
The streamwise gradient of wall-pressure was 47.8 Pa/m in the 
test section. 

3 Overview of the Simulation 

3.1 Particle Lagrangian Simulation. The particle La-
grangian simulation (Berlemont et al., 1990), which was per­
formed in the present study, relies on calculating the particle 
trajectory. The influence of the turbulence field on particles is 
represented by tracking a discrete particle and a fluid particle 
simultaneously. The difference between the two trajectories is 
represented through Eulerian correlations which transfer infor­
mation from the fluid to particle. The instantaneous field veloc­
ity, Uf., was calculated assuming that the pdf of the fluctuating 
velocity field is Gaussian and the statistical properties of the 
field are determined by Lagrangian correlations. For dense parti­
cles in air flow, the equation of particle motion reduces to 

m„ 
djp 
dt 

- 7 T " - '^"^^- - U/) IV, - U/1 + m,g + Fi , (7) 
4 dp pp 

where (7/, is fluid mean velocity at a grid near a particle point 
and Axj is distance between a grid and the particle point. 

Estimation of turbulence scales which affect particle disper­
sion is of importance in the Lagrangian approach (Berlemont 
et al , 1993). The Lagrangian integral time scales are defined 
as follows: 

rt, , = 0.2 — (Berlemont et al , 1990), (10) 

' £ . 2 2 

1 V^ 
(Tennekes and Lumley, 1972). (11) 

3 e 
The Eulerian spatial correlation scales which are used in the 
computation of the correlations between fluid and particle are 
given by (Tennekes and Lumley, 1972) 

(12) 

(13) 

^ . . ^ ^ 

i 'B , , — •} LE 

3.2 Eulerian Field Simulation. The turbulence quantities 
are obtained by solving the continuity equation, the Reynolds-
averaged Navier-Stokes equation and the following transport 
equations of turbulence kinetic energy and its dissipation rate: 

Dk 
— = P, + T, + n, + D,-e-ep, (14) 

= Pi + P^, + P] + Pt + T, + n, + D, - D - Dp. (15) 
De 

Dt 

Each modeled term appeared in the low-Re k-e model proposed 
by Nagano and Shimada (1993) is compiled in Table 3. Squires 

Table 3(a) 

Ti (normal component) 

U" Vr dk\ 

Modeled terms in A -̂equation 

n^ (normal component) 

- 0 . 5 . - ^ ( ^ ^ / . 
dy \e dy ) 

G, = 1.2 
/r = 1 + 3.5 expi-CiJr/lOO)'"'}, / „ = exp{-tvV9)^), Rr = k^Kve) 
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Pi + P^, + Pt - D 

k ^ k 

Table 3{b) Modeled terms in e-equation 

P] Tc (normal component) 

/d%y k dk aUf d^Uf a (^ Vr de\ 

rij (normal component) 

d 
-c,^u — 

dy 
(1 /ivl) , . /ivl 

k dy 

1.3, 1.45, c,2 = 1.9, c,3 = 0.005, 0.5 

/2 = [1 + exp( -2 X 10-*«F}{1 - e x p ( - 2.2R'f}]] X (1 - / „ , ) , Rs 
M; 1 

e u + UT RT 
U U = exp{-0-^44)^ 

and Eaton (1994) showed that there is a change in c^^ of the 
destruction of dissipation term, D, with increased mass loading 
of particles from direct numerical simulation data of particle-
laden isotropic turbulence. To avoid changing in the single-
phase model constants, all the terms are included in the k~ 
and e-eqiiations which were neglected in the standard model 
(Launder and Spalding, 1974). Figure 2 compares the calcu­
lated mean fluid velocity profiles with the experimental results, 
showing good agreement in the fully-developed region {xlb = 
30-50) . 

In the two-way-coupling simulation momentum exchange be­
tween dispersed phase and turbulence must be considered 
(Shuen et al , 1985; Berlemont et al., 1990). The mean drag 
force on particles, Fo., is added to the momentum equation. 
The source or sink of k due to momentum exchange with the 
particles, tp, is given by 

(16) 

The destruction of extra dissipation by the presence of particles. 
Dp, is expressed as the destruction of dissipation term, D: 

D, ^lip 1 ^p- (17) 

The model constant c^p is usually calibrated to yield good 
agreement with a particular laboratory experiment. We calcu­
lated particle-laden turbulent channel flow of Kulick et al. 
(1994) and the present experiments with several values ranging 
from 1.0 to 2.0. Then the value of 1.6 was optimized. 

3.3 Boundary Conditions. The initial condition of parti­
cle injection has influenced the Lagrangian statistics. We calcu­
lated the initial quantities of dispersed phase by a two-way-
coupling simulation in a fully-developed channel flow with peri­
odic boundary condition. Range of particle diameter distribution 
was not considered at the inlet. 

The boundary conditions of flow field are: C// = V} = A: = 0, 
€„ = 2v{d ^ldy)l at the wall; and dUfldx = dVfldx = dkl 
dx = de/dx = 0 at the outlet. The inlet quantities of the wall 

jet were calculated by a fully-developed channel flow simulation 
with periodic boundary condition. The inlet conditions of the 
free stream were specified from the experimental data: k = 
( 3 / 4 ) ( M / + Vf), and the dissipation rate of turbulence kinetic 

• expenment 
— calculation (283x188) 

calculation {H3xI65) 

energy was set equal to the centerline value of the wall jet. At 
the wall boundaries it was assumed that particles collided in a 
perfectly elastic and frictionless manner. This assumption 
worked well for particles of a size significantly larger than the 
scale of wall roughness. Particle volumetric fractions in this 
experiments were less than 5.0 X 10"'', so that particle-particle 
collisions could be neglected and the continuity equation for 
carrier fluid remained unchanged by the addition of the particles 
(Rizk and Elghobashi, 1989). 

4 Uncertainties in Experiment and Simulation 
LDV velocity measurements used 2000 samples. The mea­

surement uncertainties in the present experiments, for a 95 per­
cent confidence level, are compiled in Table 4. The two-dimen­
sional nature of the flow in the test section was assured by 
making spanwise measurements across the flow. The mean 
streamwise velocity was found to vary within 3 percent across 
the span of wall jet. 

Two types of grid systems (283 X 188 and 143 X 165) 
were used to evaluate the grid dependence of the computational 
results. The comparisons of Fig. 2 suggest grid-independent 
solutions in the calculations. Comparison between the simula­
tion results from 16384 and 32768 (=32^) particles indicated 
negligible differences. 

5 Results and Discussion 
A Cartesian coordinate system (x, y) with the origin on the 

jet side wall at the centerline (Fig. 1) is used for all data presen­
tation. Results are presented in the fully-developed region (x/ 
b = 40 and 50). AH of the numerical results in this section 
were obtained by ensemble averaging over the trajectories of 
32768 particles in the 143 X 165 grid. The term 'unladen flow' 
refers to the gas flow without particles and 'laden flow' to the 
gas flow in the presence of particles. 

5.1 Particle Response to Turbulence. Particles used in 
the present experiments can be classified according to the ability 
of the particles to respond to shear flows. 'Responsive' particles 
are those for which the particle Stokes number, St, is around 
unity, which refer to 50 /xm glass particles in this study. 140 
fim glass and 50 fj,m nickel particles are 'partly responsive' 
particles (Hardalupas et al , 1989) which have St of the order 
of unity in the fully-developed region. The mean St, which is 
based on the characteristic mean timescale of the flow defined 
as b/(Oja — U„), shows larger values, for example, St = 2 1 -
24 for 50 jjxa glass particles. In the present study, however, 
discussion with the mean St is quite controversial, so that the 

0 5 10 U, (m/sl 

Fig. 2 Mean streamwise velocity profiles of unladen air flow 

Table 4 

gas phase in the 
presence of particles 

particles 

particle number density 
static pressure 

Measurement uncertainties 

Mean velocity 

3% 
0.3% 

9.8 

Fluctuating velocity 

5% 
3% 

4% 
X 10-^ Pa 
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A expenment 
— calculation with lift force 

calculation without lift force 

3 -

2 -

0 

(«)• 
*—r-

x/b = l 

1 J—*—I 1 1 r 

xlb = 40 

1*^1 I L 

l;t/i> = 50 

0 2 4 6 8 
local volumetric fraction [xlO"^] 

Fig. 3(a) 50 jum glass particle local volumetric fraction profiles 

expenment 
- calculation with lift force 

x/b=\ x/b = 40 ix/fc = 50 

I 
0.0 0.5 1.0 

local volumetric fraction [xl0~^] 

Fig. 3(b) 140 fim glass particle local volumetric fraction profiles 

experimental results suggest that responsive particles accumu­
lated the wall and partly responsive particles dispersed uni­
formly in the fully-developed region. The computational results 
for responsive particles considering the lift force show the same 
trend, in contrast to the results without the lift force. The evalua­
tion of the lift force indicated that if the particle relative veloci­
ties and the instantaneous velocity gradients have same values 
for all the particles, the lift force acting on 50 /xm glass particles 
is approximately three times that on partly responsive particles. 
It is observed that effect of the lift force for responsive particles 
on particle motion is significant compared to partly responsive 
particles. The lift force used in this study was 'modeled' and 
the experiments of Segre and Silverberg (1962) demonstrated 
that, with minor corrections, Saffman's derivation applies to 
particles with Re,, < 10 (for 140 ^m glass particles, 2 < Re,, 
< 20). Thus discussion may not be beyond controversy, but 
the experimental and computational evidence supports the im­
portance of the lift force on smaller particles. 

In the wall jet the shear stress near the nozzle exit is stronger 
than that in the fully-developed region, so that it can be seen 
that the lift force is significant in the developing region. Figure 
4 shows profiles of probability density of transverse location 
for responsive particles atx/b = 1-10 from the computational 
results. It must be noted that responsive particles have tendency 
to accumulate near the wall (y/h < 1) due to the lift force. 
Without the lift force responsive particles dispersed faster, and 
the influence in the developing region remained in the fully-
developed region, which means particles dispersed uniformly 
in the free shear region shown in Fig. 3(a). The computational 
results for partly responsive particles show negligible differ­
ences between with and without the lift force, however, show 
higher dispersion compared to the experimental results. 

Figures 5(a)-(c) show the variation of particle mean 
streamwise velocity with distance from the nozzle exit, distance 
from the wall, and particle Stokes number, which are compared 
with the same quantities for the unladen and laden air flow. 50 
/xm and 140 pm glass particles exceed the air flow, which was 
predicted by the numerical simulation, due primarily to particle 
inertia. Behavior of 50 /jm nickel particles, however, shows 
different trend. The computational results suggest that particles 
exceed the air flow, but it is observed that the streamwise parti­
cle relative velocities are small in the experiments. The terminal 

• expenment 
— calculation with lift force 

1 ^ 

w 
xlb=l xlb = 40 

-t-i-

; xlb = 50 

I • • • 

0 2 4 6 
local volumetric fraction [xlO ] 

Fig. 3(c) 50 jum nickel particle local volumetric fraction profiles 

turbulent St based on the characteristic timescale of energy-
containing eddy with the aid of the computational results was 
used. 

Figures 3(a)-(c) show profiles of particle local volumetric 
fraction which was evaluated by particle number density. The 

Fig. 4 Probability density of transverse location of 50 /um glass particle 
at (a) x/b = 1; C ) x/fa = 5; (c) x/f) = 10 
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A 50/imglass (exp) . . _ _ - . 
• 50/itn nickel (exp) —particle 
• laden air (exp) laden air (cal) 
• unladen air (exp) —I~J-.« ^.-/-,. 

|*.«j' 'g'<"p' 

unladen air (cal) 

(o) ^4 = 40 j / i = 50 (i) xlb-40 xlb-SO (c) i / i = 40 

0.0 0.2 0.4 0.6 

%•' 

J 
*3:e* 

»/6 = S0 

Fig. 5 Mean streamwise velocity profiles of particles and air in the pres­
ence of (a) 50 jum glass particles; (b) 140 fim glass particles; (c) 50 ^ m 
nickel particles 

A 50/Jm glass (exp) • 140 wn glass (exp) 
• 50>^mnickel(exp) —particle ^al) 
• laden air (exp) laden air (cal) 
• unladen air (exp) unladen air (cal) 

(») x / i . 4 0 (c) jrf6»40 

• 1 * •• i 
} '>'• 

fee 

• • ••» • • \ 

• • • • ! . 

• "• ,' -1: 

0.00 0.05 0.10 

iii„-v.' u„,-n. 

Fig. 7 Transverse velocity fluctuations profiles of particles and air in 
the presence of (a) 50 jum glass particles; (ib) 140 /um glass particles; 
(c) 50 jum nickel particles 

velocity of a single 50 yum nickel particle is 0.63 m/s; in compar­
ison, at a mass loading of 0.3 the mean slip velocity is approxi­
mately 2 m/s. It is difficult to explain the relationship between 
the nickel-particle mean slip velocity and loading. Simple analy­
ses rule out a significant effect of particle-particle collisions. A 
possibility is that a large charge could have built up on the 
walls, possibly causing the observed difference in the particle 
mean velocity profiles. The amount of charge accumulated on 
the walls would probably affect motion of nickel particles. 

Streamwise particle velocity fluctuations are displayed in 
Figs. 6 ( a ) - ( c ) . Responsive particles had nearly the same fluc­
tuation intensity as the turbulence intensity in both the free and 
wall shear regions. 140 /xm glass and 50 fim nickel particles 
'partly' responded to fluid turbulence. The computational results 
for 140 fxm glass predicted well, and for 50 ^m glass particles 
differences was observed. It is found that the equation of particle 
motion used in the present study has ability to express motion 
of a particle with a large particle time constant. It is widely 
known that the k-e model hardly predicts developing region of 
fluid turbulence, for example, in this study computed turbulence 
intensities show twice as those of experiments at x/b = 1 and 
5, and half those at x/b = 10-20. Thus behavior of lighter 
particle, which is expressed by Eq. (7) , is mostly influenced 
by predicted fluid turbulence in the developing region in a turbu­
lent wall jet. 

Profiles of transverse particle velocity fluctuations are pre­
sented in Figs. 7(fl)-(e) . Particle velocity fluctuations were 
smaller than flow turbulence intensities in the transverse direc­
tion, because fluid transverse velocity fluctuations occur at 
higher frequencies than do streamwise fluctuations, to which 
frequencies particles were less able to respond. 

* 50/lm glass (exp) • 140 um glass (exp) 
• 50/im nickel (exp) —particle (cal) 
• laden air (exp) laden air (cal) 
. . . - I . J ^gj..^ . . . , _ j . . . unladen air (exp) 

(0) .1/4 = 40 xlb = 50 (i) 1/6 = 40 

i 
••'/ 

I 
0.00 0.05 0.10 0.15 

V,„-u.' i/i,,-u. 

Fig. 6 Streamwise velocity fluctuations profiles of particles and air in 
the presence of (a) 50 /um glass particles; {b) 140 /um glass particles; 
(c) 50 /um nickel particles 

5.2 Turbulence Modification by Particles. Profiles of 
mean streamwise velocity of the gas phase in the presence of 
particles are shown in Figs. 5{a)-(c). Partly responsive parti­
cles have a mean slip velocity between both phases that cause 
momentum transfer from the particles to the gas phase. In the 
fully-developed region the laden fluid mean velocities were 
decelerated due to partly responsive particles. The numerical 
simulation used in this study has an ability to predict the same 
behavior, therefore the momentum exchange between particles 
and fluid turbulence is mainly due to the particle drag. The laden 
air velocities in the presence of responsive particles exceed the 
unladen air near the wall (y/b < 1), which was not observed 
in the computational results. Simple analysis shows that the 
effect of mean particle drag on the mean momentum equation 
may be positive, which is impossible in the present simulations. 

Profiles of streamwise turbulence intensity are illustrated in 
Figs. 6(a)—(c). Streamwise turbulence intensities were attenu­
ated more strongly in the free shear layer region than near the 
wall in the fully-developed region. Attenuation of streamwise 
turbulence intensity by partly responsive particles is increased 
with distance from the wall. The present numerical simulations 
agree well with the experimental results in the streamwise direc­
tion. The model constant ĉ ^ has a wide range of values in the 
k-e model. Rizk and Elghobashi (1989) used ĉ ^ = 2, Berlemont 
et al. (1990) used c,,, = 1.9, and Rizk et al. (1993) used c,„ = 
1.7. The value of 1.6 was determined to use in order to obtain 
the same degree of attenuation of turbulence kinetic energy; in 
the experiments the turbulence kinetic energy was estimated 
from the streamwise and transverse turbulence intensities, k = 
( 3 / 4 ) ( M ) + vj). 

It was observed from Fig. 6(12) that streamwise turbulence 
intensities in the presence of responsive particles were aug­
mented for y/b < 2.5 in the experiments. While the computa­
tional results show no change compared with the unladen flow. 
Several reasons may be considered. The first is that change in 
mean streamwise velocity gradients modifies the streamwise 
turbulence intensities and particles augment streamwise turbu­
lence. The second is that particle-turbulence interactions cause 
the streamwise turbulence augmentation. The present numerical 
simulations suggest that momentum exchange between respon­
sive particles and fluid turbulence cannot represent augmen­
tation of streamwise turbulence intensity, which means that 
change in velocity gradients do not contribute the augmentation. 

Profiles of transverse turbulence intensity are displayed in 
Figs. l(a)-(c). The variation of transverse turbulence intensity 
with Stokes number and distance from the wall differs in several 
respects from that in the streamwise direction. The degree of 
turbulence attenuation in the transverse direction was larger 
than that in the stre'amwise direction. Especially in the presence 
of responsive particles, the transverse turbulence intensities 
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Fig. 8 Profiles of Reynolds stress of the gas phase in the presence of 
(a) 50 /um glass particles; (b) 140 jum glass particles; (c) 50 iim nicl(el 
particles 

were suppressed both the free and wall regions, which shows 
the opposite trends compared to the streamwise turbulence in­
tensities. The computational results show reduction of trans­
verse turbulence intensity by partly responsive particles, in spite 
of overpredicted values. However, the present numerical simu­
lations cannot predict strong reduction of transverse turbulence 
intensity near the wall by responsive particles. 

Figures 8 ( a ) - ( c ) show profiles of Reynolds stress of the 
gas phase in the presence of particles. Reynolds stresses in the 
free shear layer region were strongly modified by all the parti­
cles. The computational results show good agreement in the 
presence of partly responsive particles. Apparent changes in 
Reynolds stress by particles in the free shear region were pri­
marily attributed to modifications of the mean velocity gradient. 

It can be concluded that turbulence attenuation by partly 
responsive particles is mainly due to momentum exchange be­
tween the two phases, which is ensured by the present numerical 
simulation techniques. 

5.3 Analytical Examination of Effect of Small Particles 
on Turbulence Modification. Modifications of the gas-phase 
mean velocity profiles (Fig. 5) and changes in the Reynolds 
stress (Fig. 8) alter the rates of production of turbulence kinetic 
energy, as displayed by the profiles at x/b = 50 in Figs. 9 ( a ) -
(c) . Each term is normalized by velocity difference and kine­
matic viscosity of air. Production term for the experimental case 
is calculated by 

dy 
(18) 

The extra dissipation due to particles, e ,̂ (Eq. (17)) reduces 
to 

C 1 _ _ 
Ep ^ —= (UMf - UfUp.) + — = = {Uf. - Up.)CUf. 

PfTp P/Tp 

H = (cUf.Uf. - cUf.Up), ( 1 9 ) 
Pfr], 

where T ,̂ is mean corrected particle time constant. The values 
of Tp were calculated by the experimental v^ue of particle 
mean slip velocity for each component, while rjj was obtained 
to ensemble in each control volume in the simulations. Squires 
and Eaton (1990) showed that if the particle concentration dis­
tribution is random the correlation term 'cS^ and the triple corre­
lations terms cUf.Uf.^ and cUf.Up, are negligible compared to the 
other terms with direct numerical simulation data of particle-
laden isotropic turbulence. Correlation between fluid and parti­
cle velocity fluctuations is unknown in the experiments, so that 
Eq. (19) simplifies to 

PfTp 
2k, (20) 

where C is mean particle concentration which was calculated 
by the experimental values of particle local volumetric fraction 
multiplied by particle density. In Fig. 9, the extra dissipation 
term for the experimental case was evaluated by Eq. (20) and 
for the numerical case was calculated by Eq. (16). 

Figures 9(fo) and 9(c) show that turbulence production was 
strongly affected by partly responsive particles in the free shear 
layer region, due primarily to modifications in gas-phase mean 
velocity. It is observed that the dissipation rate of turbulence 
kinetic energy in the simulations decreased and the simplified 
extra dissipation by particles was a significant factor in turbu­
lence attenuation by 'partly responsive' particles. In the pres­
ence of 'responsive' particles the simplified extra dissipation 
term had large values compared to the computed extra dissipa­
tion term. The present numerical simulation techniques have no 
ability to predict the streamwise turbulence augmentation (Fig. 
6 (a) ) , strong attenuation of transverse turbulence intensity near 
the wall (Fig. 7(a)) and different values of Reynolds stress near 
the wall (Fig. 8(a)) in the presence of 50 ^m glass particles. 

Correlation between fluid and particle velocity fluctuations, 
Uf.Up^, which was neglected in equation (20) is a possibility to 
analyze turbulence modification by 50 fj,m glass particles. The 
fluid/particle correlation Uf.Up. is estimated by numerical results: 

Uf.Up. = Uf.ilp. - Uf. • Up. (21) 

Figures 10(a)-(c) depict profiles of correlation between fluid 
and particle velocity fluctuations in the presence of particles at 
x/b = 50 from the computational results. Fluid/particle correla­
tion was smaller than the turbulence intensity, which means the 
term Uf.Uf. — Uf.Up^ is always positive. As particle velocities ex­
ceeded the gas-phase velocities, the spectrum of turbulencefluc-
tuations seen by a particles may shift to a high frequency. This 
decreases the fluid/particle correlation and increases turbulence 
attenuation. Although the influence of fluid/particle correlation 
on turbulence attenuation must be small when particle Stokes 

• laden air (exp) — laden air (cal) 
o unladen air (exp) unladen air (cal) 

~ a 1 
I 
i. 0 

B 

Fig. 9 Profiles of turbulence Idnetic energy budget of the gas phase In 
the presence of (a) 50 /xm glass particles; (b) 140 ^m glass particles; 
(c) 50 /xm nickel particles at x/b = 50 
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Fig. 10 Profiles of correlation between fluid and particles velocity fluc­
tuations in the presence of (a) 50 /urn glass particles; (b) 140 jum glass 
particles; (c) 50 /urn nickel particles at xlb = 50 

number is of order of unity, measurements of this quantity 
are required. Knowledge of the spectrum of the fluid velocity 
fluctuations along the path of a moving particle is needed to 
estimate the fluid/particle correlation and the dissipation of tur­
bulence kinetic energy by particles (Elghobashi and Abou-
Arab, 1983; Eaton, 1994). 

Based on the Gore and Crowe (1989) correlation the ratio 
of diameter of 50 jim glass particles, dp, to characteristic length 
scale, 4, by turbulence kinetic energy k and its dissipation rate 
e from the computational results shows 0.005. This means that 
50 fxm glass particles always attenuate turbulence intensity be­
cause of dp/lg < 0.1. However, the Gore and Crowe correlation 
cannot be used to represent the responsive difference between 
50 fim glass and nickel particles and to show the turbulence 
modification by 50 fxm glass particles in the present wall jet. 

It can be concluded from Figs. 9 and 10 that the extra dissipa­
tion which is a function of particle mean concentration and fluid 
turbulence makes a contribution to turbulence attenuation by 
partly responsive particles in the fully-developed region. Fig­
ures 9(a) and 10(a) suggest that turbulence model based on 
single time scale considering momentum exchange between 
both phases cannot represent turbulence modification by 50 ixm 
glass particles at a low mass loading. 

6 Conclusions 

Particle response and turbulence modification by particles in 
a turbulent wall jet with free stream were examined. Motion of 
responsive particles, which have the particle Stokes number of 
around unity was influenced by the strong shear in the devel­
oping region, and accumulated near the wall and responded to 
the streamwise turbulence intensity in the fully-developed re­
gion. Partly responsive particles, which have the particle Stokes 
number of order of unity, were dispersed uniformly in the fully-
developed region, which was affected by the shear region in 
the developing region. All the particles less responded to trans­
verse flow turbulence, because the transverse velocity fluctua­
tions occur at higher frequencies to which particles were less 
able to respond. The particle Lagrangian and Eulerian field 

simulations predicted well behavior of particles, which was in­
fluenced by the lift force. 

Fluid mean streamwise velocities were modified by the addi­
tion of particles in the free shear layer region, which induced 
the modifications of the Reynolds stress profiles. In the fully-
developed region particles reduced strongly the streamwise tur­
bulence in the free shear layer region, while the transverse 
turbulence intensity was attenuated both near the wall and in 
the free shear layer region. It was revealed from turbulence 
kinetic energy budget profiles and small value of the correlation 
between fluid and particle velocity fluctuations that the extra 
dissipation, which is a function of particle mean concentration 
and fluid turbulence, contributed to turbulence attenuation by 
"partly responsive" particles in the fully-developed region. 
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Effect of Nonaxisymmetric 
Forcing on a Swirling Jet 
With Vortex Breakdown 
Nonaxisymmetric forcing was applied to the vortex breakdown flowfield of a strongly 
swirling jet and its effects were investigated experimentally. It is shown that the 
spreading rate of the jet can be increased due to the excitation of the helical mode 
instability of the breakdown flowfield. This can be achieved for extremely low ampli­
tudes of excitation. 

1 Introduction 
Early experiments on strongly swirling jets showed that a 

large recirculation region exists around the jet exit (Syred and 
Beer, 1974). It is now well known that this recirculation region 
is a result of the vortex breakdown phenomenon. Vortex break­
down, which is a rapid axial deceleration of the core of a swirl­
ing flow, has been observed in many technological and natural 
flow fields: swirl combustors (Syred and Beer, 1974), suction 
tubes of pumps and draft tubes of turbines (Escudier, 1987; 
Falvey, 1971), leading-edge vortices over delta wings (Peck-
ham and Atkinson, 1957), tornadoes and dust devils (Burggraf 
and Foster, 1977; Lugt, 1983). While it is undesirable in many 
cases, it has favorable effects in swirl combustors. The break­
down produces a reversed flow region and enhances the mixing 
between fuel and air (Syred and Beer, 1974). The present exper­
iments were performed to investigate the feasibility of flow 
control in vortex breakdown flowfields with an application to 
improve mixing. 

Several experimental studies have been conducted in order 
to understand the nature of vortex breakdown. These observa­
tions and different explanations of the phenomena based on 
instability, wave propagation and flow stagnation are summa­
rized in several review articles (Hall, 1972; Leibovich, 1984; 
Escudier, 1988). Although the fundamental cause of breakdown 
is not well understood, the nature of the wake region was subject 
to several investigations. Periodic oscillations were observed in 
a variety of swirling flows after breakdown occurred. Among 
them are a confined vortex in a tube (Garg and Leibovich, 
1979), swirling jets (Chanaud, 1965; Cassidy and Falvey, 
1970), wing tip vortex (Singh and Uberoi, 1976) and leading-
edge vortices over delta wings (Roos and Kegelman, 1990; 
Gursul, 1994). Garg and Leibovich (1979) carried out single 
point LDV measurements in the wakes of breakdown in a tube 
and observed coherent oscillations. They suggested that the 
measured frequencies correspond to the theoretical predictions 
by Lessen et al. (1974) for the first helical mode of the time-
averaged mean flow profiles, assuming that the oscillations are 
the disturbances with the maximum growth rate. The distur­
bances are represented as exp {i{ax + ncfi — cot)}, where to is 
the frequency, a the wavenumber in the axial direction and 
n the wavenumber (an integer) in the angular direction. The 
experiments in a tip vortex (Singh and Uberoi, 1976) also 
showed coherent velocity fluctuations, which were shown to be 
a helical mode with the help of simultaneous two-point hot­
wire measurements at </> = 0 deg and <̂  = 180 deg. However, 
all these previous experiments could not distinguish between n 
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= +1 and n = — 1. Experiments on leading-edge vortices over 
delta wings (Gursul, 1994) with the help of two-point pressure 
and velocity measurements by varying the azimuthal angle 
showed that « = +1. In all these swirling flows, vortex break­
down was the common feature. Thus, the evidence indicates 
that the flow in the breakdown region is unstable to helical 
disturbances. It should be noted that the helical mode instability 
is an indication of a centrifugal instability (Leibovich, 1984). 

Several theoretical studies of helical mode instabilities in 
swirling flows are available (Lessen et al., 1974; Duck and 
Foster, 1980; Khorrami, 1991; Mayer and Powell, 1992). These 
researchers studied the stability of the Q-vortex, where the axial 
velocity profiles is represented asW= exp( - r^ ) . However, as 
discussed earlier by Panda and McLaughlin (1994), axial veloc­
ity profiles of the strongly swirling jets (with vortex break­
down), as in this experimental work, are different than the one 
given for the Q-vortex. The experimental velocity profiles are 
wake-like near the jet axis, but have a local maximum at a 
certain radius and vanish at large distances away from the axis. 
The shear layer around the wake profile can support the Kelvin-
Helmholtz waves. It is also certain from the experimental inves­
tigations (Syred and Beer, 1974) that the helical mode instabil­
ity exists in the vortex breakdown flow field of jets. Moreover, 
the growth of the Kelvin-Helmholtz instability waves around a 
strongly swirling jet (with vortex breakdown) is relatively small 
and vortex pairing is suppressed (Panda and McLaughlin, 
1994). Therefore, the increased entrainment and spreading rates 
of strongly swirling jets cannot be related to the Kelvin-Helm­
holtz instability. It has been suggested by Panda and McLaugh­
lin (1994) that the centrifugal instabilities may be responsible 
for larger entrainment in the shear layer. Although the exact 
mechanism for larger entrainment and spreading rates is not 
known, it can be argued that vortex breakdown plays an im­
portant role. 

The helical mode instability (which is related to the centrifu­
gal instability) may be a key aspect of the enhanced mixing and 
entrainment mechanism in strongly swirling jets. The purpose of 
the present investigation is to excite the helical mode instability 
of the vortex breakdown flow field. It is expected that this 
excitation may affect the development of the flow field and 
enhance the mixing and entrainment. Nonaxisymmetric forcing 
was applied to the breakdown flow field of a strongly swirling 
jet. This led to excitation of the helical mode at any desired 
frequency. Effects of forcing on the flow field were investigated. 

2 Experimental Facility 
Experiments were conducted in air using the setup shown in 

Fig. 1, which consisted of a stagnation chamber and a nozzle. 
The chamber has a circular cross-section of 38 cm in diameter 
and the nozzle diameter is 5 cm. The air, which is supplied by 
a blower, passes through a baffle, honeycomb and screens before 
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inlet pipe 

foam baffle honeycomb 

Fig. 1 Experimental setup (top); vane geometry and mechanism for swirl adjustment (bottom) 

entering the swirl section. A set of guide vanes consisting of 
16 streamlined foils, placed symmetrically in the azirauthal di­
rection is used to generate swirl. The amount of swirl is con­
trolled by adjusting the angle of the guide vanes. The turbulence 
level at the nozzle exit for the nonswirling jet was 0.5 percent. 

The purpose of this experiment was to introduce perturbations 
to the core of the vortex whose vorticity originates from the 
boundary layer shed from the centerbody (see Figure 1). The 
nonaxisymmetric forcing was generated by a 25.4 cm diameter 
woofer connected to the jet exit by a tube of 3 ram diameter 
as shown in Fig. 2. The woofer was driven by a power amplifier 
and function generator. This type of forcing was shown to be 
effective because of pumping the fluid rather than emitting 
acoustic waves (Williams et al., 1991). Since the fluid is 
pumped periodically in the radial direction, the forcing induces 
radial velocity fluctuations on the axis and excites the first heli­
cal mode \n\ = 1, which is the only mode that has nonzero 

direction of swirl 

Fig. 2 Schematic of nonaxisymmetric forcing by woofer 

Journal of Fluids Engineering 

radial velocity on the axis (Leibovich, 1984). For all other 
modes, the radial velocity must be zero on the centerline. (This 
comes from the requirement of bounded velocity on the axis of 
rotation and can be proved with the continuity equation (Lessen 
et al, 1974)). The rms velocity fluctuation level at the exit of 
the 3 mm diameter tube (with no jet flow) was measured with 
a hot-wire anemometer and was used as a reference for the 
forcing level. Since the forcing system is completely closed, 
there is no net mass addition. However, there is a net momentum 
addition (Williams et al., 1991). The dimensionless momentum 
coefficient is defined as the ratio of the momentum flux from 
the forcing tube to the momentum flux of the jet, C = (DV 
n)^{dlDY,'m which v' is the rms velocity fluctuation level at 
the exit of the 3 mm diameter tube, V is the average axial 
velocity at the nozzle exit, d and D are the diameters of the 
forcing tube and nozzle respectively. Throughout the experi­
ments, the momentum coefficient was kept constant at a very 
small value (C = 0.0001). 

Near-field pressure measurements were made outside the jet 
with a piezoelectric transducer (PCB, model 103A). The pres­
sure transducer is 5.6 mm high, 9.4 mm in diameter and has a 
pressure orifice measuring 2.54 mm in diameter. A single hot­
wire probe was also used to monitor the spectral features of the 
unsteady flow. Pressure and velocity signals were processed by 
a two channel signal analyzer (HP 35660A). The time-averaged 
velocity measurements were made with a five-hole probe 
(United Sensor, 3.1 mm in diameter) connected to a differential 
pressure transducer (Setra, model 239). Although the probe 
interference resulting in premature breakdown is a concern in 
this type of flows, the velocity measurements are found much 
less sensitive to a probe placed sufficiently downstream of the 
breakdown point (where the axial velocity becomes zero) 
(Payne et al., 1989). In this study, the measurements were taken 
well downstream of the breakdown location and the near-field 
pressure fluctuations were monitored. There was no noticeable 
difference in pressure fluctuations with and without the velocity 
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Fig. 3 Near field pressure spectra aiong the jet boundary for the un­
forced jet. Vertical scale is logarithmic in arbitrary units. 

probe in the flowfield. Experimental uncertainty for mean veloc­
ity measured by the five-hole probe was estimated as 1 percent, 
based on the uncertainty in pressure measurements and the un­
certainty in measuring the flow angles during the calibration 
process, using the standard procedures (Kline, 1985). The un­
certainty for velocity fluctuations measured by the hot-wire 
probe was estimated as 3 percent, using the results given by 
Perry (1982). For pressure fluctuations, the uncertainty was 
estimated from the calibration of the pressure transducer as 5 
percent. The location of the breakdown was observed by releas­
ing smoke on the axis of the centerbody of the apparatus. 

the phase angle between the two pressure signals at xlD = 0.12. 
The first transducer was located at 0 = 0 deg while the second 
one was located at different azimuthal angles (45, 90 and 180 
deg). Cross-spectral analysis provided the phase angle between 
the pressure fluctuations measured with the two transducers. If 
the pressure fluctuations at (̂  = 0° and </> = </) are represented 
as cos {ujt) and cos {ut — 6) respectively, variation of the 
phase angle 0 is shown as a function of the azimuthal angle 4> 
in Fig. 4. The slope of the straight line is 45° which means that 
the azimuthal wavenumber is unity (« = 1). Note that the 
positive azimuthal direction is the swirl direction (Fig. 2) . It 
is also clear that the disturbance rotates in the same direction 
as the vortex. It is well known from linear stability theory 
(Lessen et al., 1974) that, for a jet-like axial velocity profile, 
the flow is most sensitive to the helical mode disturbances rotat­
ing in opposite direction to the mean swirl. These are the invis-
cid modes with the maximum growth rates two orders of magni­
tude larger than the viscous modes. However, as Khorrami 
(1991, p. 200) points out: " . . . the translation or inversion of 
the axial velocity affects the frequency only while the growth 
rate remains unchanged. This is correct but it should also be 
noted that inversion of the axial velocity profile causes the sign 
of the unstable azimuthal wavenumber, n, to change.'' For a 
wake-like velocity profile, the flow is most sensitive to the 
helical mode disturbances rotating in the same direction as the 
mean swirl. Since the breakdown flow fields always have wake­
like axial velocity profile, they support instabilities rotating in 
the same direction as the main vortex. Although the theory 
cannot predict which azimuthal wavenumber will be amplified, 
the experiments in a tube (Garg and Leibovich, 1979), tip 
vortex (Singh and Uberoi, 1976) and leading-edge vortices over 
delta wings (Gursul, 1994) suggest that« = 1, whenever vortex 
breakdown occurs. 

An attempt was made to compare the measured frequency of 
the helical mode instability with the results of the stability the­
ory. The measured velocity profiles differ from that of the Q-
vortex, except very near the nozzle exit, as will be shown later. 
The axial and swirl velocity profiles for the ig-vortex are given, 
respectively, in the following form: 

W= exp(-r^) 

V = q[l - exp( - r^ ) ] / r 

Using the velocity profile at x/D = 0.12 and curve-fitting, the 
parameter q was found to be 1.04. Lessen et al. (1974) provided 
the axial wavenumber and phase speed of the most amplified 
disturbances for the first helical mode. By using this informa-

3 Results 
For small amounts of swirl, the breakdown location is far 

downstream, and moves upstream with increasing swirl level. 
It enters the nozzle and reaches the centerbody for F/DD S 
0.6, where F is the circulation. The circulation at the trailing-
edge of the swirl vanes was used in the swirl parameter TlVD 
and it was calculated from the geometry of the guide vanes 
(Sarpkaya, 1971). The experiments were carried out for TlVD 
= 0.82, therefore the vortex breakdown is located near the 
centerbody. Detailed measurements of the azimuthal component 
of velocity with the five-hole probe provided a value of circula­
tion that is 4 percent larger than the above estimate. The Reyn­
olds number based on jet exit diameter was 50,000. 

For the unforced jet, pressure spectra along the jet boundary 
are shown in Fig. 3. The jet boundary was defined as the location 
where the local mean velocity was 5 percent of the maximum 
jet velocity at the jet exit. The jet boundary is shown with the 
dashed lines (see inset in Figure 3) along with a sketch of the 
axial velocity profiles. The sharp peak near the jet exit is due 
to the fluctuations induced by the natural helical mode instabil­
ity. This was verified by using two transducers and measuring 
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tion, the frequency was estimated as /,h = 1 6 0 Hz, while the 
dominant frequency of the spectrum in Figure 3 was/.xp = 1 9 0 
Hz. The agreement is reasonable, considering the very rapid 
variations in the velocity profiles near the jet nozzle. 

Returning to Fig. 3, the spectra near the jet exit, xlD = 0.12, 
and at xlD = 1 show approximately the same peak frequency. 
However, for xlD > 1, the peak of the spectra shifts to smaller 
frequencies with increasing streamwise distance, while the en­
ergy around the peak frequency becomes more distributed. Vari­
ation of the Strouhal number based on the peak frequency, St 
= fDIU, as a function of streamwise distance is shown in Fig. 
5. The rapid decrease of the peak frequency is believed to be 
due to the rapid spreading of the jet. The mean axial velocity 
profiles for swirling and nonswirling jets are shown at three 
different streamwise location in Fig. 6(a) . The mean velocity 
distributions show that the jet diverges quickly for xlD > 1. 
For the swirling jet, the swirl velocity profiles (not shown here) 
are similar to a solid body rotation near the centerline and to 
a potential vortex at large distances from the centerline. The 
maximum axial and swirl velocity (normalized by the maximum 
axial velocity at the jet exit) are shown in Fig. 6{b) as a function 
of streamwise distance. The mean axial and swirl velocities 
decay very quickly with the streamwise distance. Since the first 
helical mode instability (n = 1) appears to be rotating at the 
solid body rotational speed (Roos and Kegelman, 1990; Syred 
and Beer, 1974), the rapid decrease of the swirl velocity is the 
reason for large changes in the Strouhal number. 

In order to study the jet response to forcing, a single hot­
wire probe was located at r = DI2 at different streamwise 
positions (for </> = 90 deg). The excitation frequency was varied 
while keeping the momentum coefficient constant (C = 
0.0001). This required adjustment of the input voltage to the 
acoustic driver. Since the acoustic pressure intensity strongly 
depends on forcing frequency, velocity fluctuations are a better 
measure of forcing. It should be kept in mind that the results are 
only qualitative, because the single hot-wire probe is sensitive to 
the magnitude of the velocity vector in the three-dimensional 
flow field. Figure 7 shows the amplitude of velocity fluctuations 
as a function of the forcing frequency. The frequency at which 
the amplitude of velocity fluctuations is maximum varies with 
streamwise distance. This most amplified frequency at a particu­
lar streamwise location is the same as the dominant frequency 
for the unforced jet (see Fig. 3) at the same location. This 
confirms that the helical mode instability is indeed excited with 
this forcing. The most amplified frequency varies accordingly 
as the local velocity profiles develop in the streamwise direction. 

This result suggests that forcing at high frequencies (corre­
sponding to xlD < 1) may not be effective. Therefore, it was 
decided to study the effect of forcing at lower frequencies. 
Forcing was applied at St = fDI U = 0.08, which corresponds 

0,00 1,00 2,00 3,00 4,00 5,00 
x /D 

Fig. 6 (a) Axial velocity profiles for swirling and nonswirling jets (top); 
(b) normalized maximum axial and swirl velocities as a function of 
streamwise distance (bottom) 

to the most amplified frequency for x/D ;*! 4. The mean axial 
velocity distributions, with and without forcing, are compared 
in Fig. 8. The mean velocity measurements were carried out 
along the radius at azimuthal angle 0 = 90 deg. (Recall that 
forcing is applied at 0 = 0°). The symmetry checks showed 
that the mean flow is symmetrical within the measurement do­
main (x/D < 5). Due to the inability of the five-hole probe to 
detect reversed flow, no measurement is available near the axis 
around the jet exit. Figure 8 shows that, while there is not much 
difference near the jet exit, forcing increases the spreading of 
the swirling jet for x/D == 2. It should also be noted that the axial 
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Fig. 7 Amplitude of the velocity fluctuations at r = D/2 normalized by 
the value for unforced case as a function of the forcing frequency 
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Fig. 8 H/lean axial velocity profiles for unforced and forced (St = 0.08) pjg, ^Q Near field pressure spectra along the jet boundary for unforced 
JBts (dashed lines) and forced (solid line) jets. Vertical scale is linear in arbi­

trary units, St = 0.08. Forcing frequency is indicated with an arrow. 

velocity profiles near the nozzle exit and farther downstream are 
very different. Initially, the velocity profile is wake-like with 
reversed flow around the axis. Except for the thin region of 
boundary layer near the wall, the axial velocity is fairly uniform 
in the rest of the profile. This profile is similar to the g-vortex 
(which was studied extensively by Lessen et al., 1974), if the 
boundary layer near the wall is neglected. On the other hand, 
farther downstream, the velocity profiles show a minimum on 
the axis and have a local maximum at a certain radius and 
vanish at large distances away from the axis. 

The variation of momentum thickness for two different forc­
ing frequencies is shown together with that of the unforced jet 
in Fig. 9. The forced jets become thicker than the unforced jet. 
At the higher forcing frequency, the enhanced spreading of the 
jet starts eariier. However, at large distances, the two cases reach 
approximately the same momentum thickness. Comparison of 
near-field pressure spectra along the jet boundary for the un­
forced and forced jet is shown in Fig. 10 for St = 0.08. It is 
evident that the dominant frequencies of the spectra of the un­
forced jet are still observed for the forced jet. The amplitude at 
the forcing frequency is very small near the jet exit. The spectra 
show the growth of the amplitude at the forcing frequency up 

to xlD = 3, thereafter a gradual decay. Higher harmonics of 
the forcing frequency are also observed in the spectra for xlD 
= 2 and 3. The energy of the fluctuations appears to increase 
with forcing. The variation of rms pressure fluctuations along 
the jet boundary for unforced and forced jets is compared in 
Fig. 11. All the evidence presented here indicates that the helical 
mode becomes more energetic as a result of forcing. This, in 
turn, increases the spreading of the jet. Although the exact 
mechanism of how the forcing produces increases in jet spread­
ing is not clear, its relation to the helical mode instability of 
vortex breakdown flowfield has been demonstrated. 

4 Conclusions 
Nonaxisymmetric forcing was applied to the vortex break­

down flowfield of a strongly swirling jet and its effects were 
investigated. Due to the large swirl parameter, vortex break­
down was already located inside the jet nozzle for the unforced 
jet. It was shown that, for the unforced jet, periodic oscillations 
are due to the helical mode instability of the vortex breakdown 
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Fig. 9 Variation of momentum thiclcness for unforced and forced Fig. 11 Variation of rms pressure fluctuations along the jet boundary 
(St = 0.08 and 0.20) jets for unforced and forced jets, St = 0.08 
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flowfield. The dominant frequency detected in the spectrum 
decreases quickly in the streamwise direction due to the rapid 
spreading of the jet. Radial velocity perturbations generated by 
a woofer were introduced into the flow near the jet exit. The 
radial velocity fluctuations induced on the axis excite the first 
helical mode, which is the only mode that has nonzero radial 
velocity on the axis. With this closed forcing system, zero net 
mass is added, however, there is nonzero momentum addition. 
The mean velocity profiles show that forcing increases the 
spreading of the swirling jet. The initial variation of momentum 
thickness depends on the forcing frequency, whereas the asymp­
totic behavior is the same. It is concluded that the helical mode 
becomes more energetic as a result of the forcing and increases 
the spreading of the jet. It should be noted that this has been 
achieved for an extremely low level of excitation (momentum 
coefficient C = 0.0001). 

Acknowledgment 
This work is supported by a grant from the University Re­

search Council, University of Cincinnati. 

References 
Burggraf, O., and Foster, M, R., 1977, "Continuation or Breakdown in Tor­

nado-Like Vortices," Journal of Fluid Mechanics, Vol. 80, Part 4, pp. 685-703. 
Cassidy, J., and Falvey, H. T., 1970, "Observations of Unsteady Flow Arising 

After Vortex Breakdown," Journal of Fluid Mechanics, Vol. 41, pp. 727-736. 
Chanaud, R. C , 1965, "Observations of Oscillatory Motion in Certain Swirling 

Flows," Journal of Fluid Mechanics, Vol. 21, pp. 111-127. 
Duck, P. W., and Foster, M. R., 1980, "The Inviscid Stability of a Trailing 

Line Vortex," Journal of Applied Mathematics and Physics (ZAMP), Vol, 31, 
pp. 524-532. 

Escudier, M., 1987, "Confined Vortices in Low Machinery," Annual Review 
of Fluid Mechanics, Vol, 9, pp. 27-52. 

Escudier, M., 1988, "Vortex Breakdown: Observations and Explanations," 
Progress in Aerospace Sciences, Vol. 25, pp. 189-229. 

Falvey, H. T., 1971, "Draft Tube Surges. A Review of Present Knowledge 
and an Annotated Bibliography," US Bureau of Reclamation, Rep. REC-ERC-
71-42. 

Garg, A. K., and Leibovich, S., 1979, "Spectral Characteristics of Vortex 
Breakdown Flowfields," The Physics of Fluids, Vol, 22, pp. 2053-2064. 

Gursul, 1., 1994, "Unsteady Flow Phenomena over Delta Wings at High Angle 
of Attack," AIAA Journal, Vol. 32, No. 2, pp. 225-231. 

Hall, M. G., 1972, "Vortex Breakdown," Annual Review of Fluid Mechanics, 
Vol. 4, pp. 195-217. 

Khorranii, M., 1991, "On the Viscous Modes of Instability of a Trailing Line 
Vortex," Journal of Fluid Mechanics, Vol. 225, pp. 197-212. 

Kline, S. J., 1985, "The Purpose of Uncertainty Analysis," ASME JOURNAL 
OF FLUIDS ENGINEERING, Vol. 107, June, pp. 153-160. 

Leibovich, S., 1984, "Vortex Stability and Breakdown: Survey and Extension," 
AIAA Journal, Vol. 22, pp. 1192-1206. 

Lessen, M., Singh, P. J., and Paillet, F., 1974, "The Stability of a Trailing 
Line Vortex. Part 1. Inviscid Theory," Journal of Fluid Mechanics, Vol. 63, pp. 
753-763. 

Lugt, H. J., 1983, Vortex Flow in Nature and Technology, John Wiley, New 
York, pp. 191-194. 

Mayer, E. W., and Powell, K. G., 1992, "Viscous and Inviscid Instabilities of 
a Trailing Vortex," Journal of Fluid Mechanics, Vol. 245, pp. 91-114. 

Panda, J., and McLaughlin, D. K., 1994, "Experiments on the Instabilities of 
a Swirling Jet," Physics of Fluids, Vol. 6, pp. 263-276. 

Payne, F. M., Ng, T. T., and Nelson, R. C , 1989, "Seven Hole Probe Measure­
ment of Leading-Edge Vortex Flows," Experiments in Fluids, Vol. 7, pp. I - 8 . 

Peckham, D. H., and Atkinson, S. A., 1957, "Preliminary Results pf Low 
Speed Wind Tunnel Tests on a Gothic Wing of Aspect Ratio 1.0," Aero. Res. 
Council., CP 508, pp. 16-17. 

Perry, A. E., 1982, Hot-Wire Anemometry, Oxford University Press,,New York. 
Roos, F. W., and Kegelman, J. T., 1990, "Recent Explorations of Leading-

Edge Vortex Flowfields," NASA High Angle-of-attack Technology Conference, 
NASA Langley Research Center, VA, Oct. 30-Nov. 1. 

Saipkaya, T., 1971, "On Stationary and Traveling Vortex Breakdowns," Jour­
nal of Fluid Mechanics, Vol. 45, pp. 545,-559. 

Singh, P. I., and Uberoi, M. S., 1976, "Experiments on Vortex Stability," The 
Physics of Fluids, Vol. 19, No. 12, pp. 1858-1863. 

Syred, N., and Beer, J. M., 1974, "Combustion in Swirling Flows: A Review," 
Combustion and Flame, Vol. 23, pp. 143-201. 

Williams, D., Acharya, M., Bernhardt, J., and Yang, P., 1991, "The Mechanism 
of Flow Control on a Cylinder with the Unsteady Bleed Technique," AIAA 91-
0039, 29th Aerospace Sciences Meeting, January 7-10, 1991, Reno, NV, 

Journal of Fluids Engineering JUNE 1996, Vol. 118/321 

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



K. R. Mutama 
Ventilation & Air Conditioning Engineer, 

BHP Copper inc., 
Box IVI, 

San Manuei, AZ 85631 
Assoc, Mem, ASfVlE 

A. E. Hall 
Associate Professor, 

Ventilation Laboratory 
University of British Columbia, 

Department of Mining & Mineral 
Process Engineering, 

6350 Stores Rd,, 
Vancouver, B.C. Canada V6T 124 

The Experimental Investigation 
of Jet Fan Aerodynamics Using 
Wind Tunnel Modeling 
Jet fan aerodynamic behavior was investigated using wind tunnel modeling. Condi­
tions were created to simulate mine and vehicular tunnel ventilation where these fans 
are finding increased application. Results showed that the ability of a jet fan to 
entrain air depends on its proximity to the'tunnel wall. Moving the jet fan toward 
the wall increased the initial pressure drop below ambient in a significant length of 
the tunnel. This increased the volume of air entrained despite the existence of a large 
recirculation eddy or back flow whose size diminished as the jet fan was traversed 
toward the tunnel axis. When the jet fan was located at the tunnel axis the flow was 
very unstable close to the walls of the tunnel and it had a tendency to reverse 
itself with periods coinciding with the jet oscillation behavior. The complete set of 
measurements obtained are suitable for CFD code validation and modeling. 

Introduction 
Jet fans are free-standing, unducted axial flow fans used in 

mine and vehicular tunnel longitudinal ventilation. Their appli­
cation in mining operations includes pressure boosters and ven­
tilation of development ends, underground workshops, battery 
charging bays, pump and machine chambers. In industrial appli­
cations, they are used for road tunnel ventilation, cooling of 
furnaces and kilns, degassing of tanks and ship hulls; and venti­
lation of service tunnels during repairs. They operate by dis­
charging an air jet in the area to be ventilated. 

The jet fan exchanges its momentum with the surrounding 
secondary air in exactly the same manner as jet pumps, hence 
the fan delivers a volume much greater than its own inlet vol­
ume. Abramovich (1963) describes the air distribution in a dead 
end channel supplied by a jet. In underground mine auxiliary 
ventilation, jet fans are used to boost air pressure and to direct 
airflow where mining operations are in progress. The usual 
mining practice is to use a ducted system in which a long tube 
conveys the air from the fan. The disadvantage of a ducted 
system is that it results in very high velocities at discharge but 
relatively low velocities throughout the body of the opening. It 
restricts the cross section of the opening available for the pas­
sage of machinery. High velocities in long ducts of small area 
result in large energy costs. Ducts have to be replaced frequently 
because of damage which causes excessive leakage. Jet fan 
ventilation is very effective because it uses the opening itself 
as a duct and can be operated remotely with the aid of computer 
control. 

Jet fan mine ventilation research has been very limited. Matta 
et al. (1978) used sulfur hexafluoride (SF6) tracer gas to deter­
mine the effectiveness of a jet fan in distributing fresh air in 
large mine openings and purging gaseous pollutants. Thimons 
et al. (1986) showed that jet fans were effective in clearing 
diesel exhaust and methane gases whereas a ducted fan system 
was more effective in clearing out mine blast gases and methane 
layering. Mizuno and Araie (1990) observed that as much as 
15 percent of the momentum is lost due to friction when the jet 
fan is in contact with the wall in their model tunnel experiment. 

Ventilation is necessary in vehicular tunnels in order to avoid 
build up of toxic exhaust emissions from automobiles. In the 
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event of a fire, fumes are cleared. The present work is aimed 
at improving jet fan ventilation design by providing some funda­
mental data on the subject. The main objectives of this study 
were to study the pressure and flow field of a jet fan traversed 
from one wall to the axis of a tunnel. The optimum positioning 
of the jet fan can be obtained by understanding its aerodynamic 
characteristics. This is of paramount importance in mine and 
automobile tunnel ventilation design. There is a lack of compre­
hensive data on jet fans, and more studies are required to address 
the subject fully. 

Experimental Apparatus and Methodology 
Figures 1 and 2 describe the apparatus used in this investiga­

tion which comprises (i) a wind tunnel and (ii) a jet fan simula­
tion mechanism. The wind tunnel was specifically designed for 
airflow studies in mines and tunnels. The wind tunnel design, 
construction, and testing is described by Mutama and Hall 
(1993) and is of 900 by 900 mm square cross section, suction 
type. The wind tunnel working section is over 8 metres long 
and its sides are made of plexiglass. Thirty-six static pressure 
holes are drilled on the north wall side of the tunnel as shown 
in Fig. 1(a). The south wall side of the tunnel has six sets of 
5 holes positioned as shown in Fig. \{b). Each set of 5 holes 
from the tunnel roof to the floor comprises one measurement 
station and the holes are 150 mm apart vertically. Complete 
velocity and pressure traverses can be made on the entire cross 
section and length of the tunnel. The jet fan was simulated by 
an aluminum pipe 100 mm in diameter connected to a centrifu­
gal blower which supplied the airflow. An air jet of velocity 
range 20-40 m/s which represents the typical jet fan outlet 
velocities was the important aspect of this simulation. The pipe 
was inserted 12 jet nozzle diameters inside the tunnel. The jet 
fan to wind tunnel diameter ratio D^ was 0.11. Figure 2 shows 
across section of the jet fan—tunnel system. The jet fan simula­
tion mechanism is mounted on traversing rails and can be made 
to slide from the north wall to the axis of the wind tunnel, at 
half its height of 450 mm from the roof as shown in Fig. 2. 

Figure 3 shows a diagrammatic layout of the instrumentation 
used. Velocity measurements were performed using a hot wire 
anemometer probe and also a multi function digital microma-
nometer in conjunction with a pilot static tube. The velocity 
readings were recorded on a data logger or an IBM PC. An 
electronic vane anemometer of 25 mm diameter specially 
adapted for this study was used to determine the magnitude and 
direction of the flow and could be traversed across the wind 
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Fig. 1 Details of wind tunnel sides (not to scale) 

tunnel. All the velocity and pressure traversing probes were 
coupled to an electronic traversing ruler. Pressure measurements 
were carried out using an array of transducers connected to an 
analog-digital data acquisition board. 

The fan was set to deliver jets with outlet velocities of 20.8 
and 40 m/s, corresponding to Reynolds numbers of 13714 and 
26374, respectively. The jet fan position was varied from the 
wall contact to the tunnel axis position. The first task was to 
record axial static pressure distributions on both sides of the 
wind tunnel. A large number of readings were recorded for each 
static pressure position so that a representative average could 
be determined. 

Complete tunnel cross-sectional velocities were determined 
at first and were sufficient to define the flow in two dimensions 
at the height of 450 mm from the tunnel floor for all the six 
stations and at each fan position. A complete velocity grid was 
obtained at downstream positions of X/D; = 45.3 and 57.2 in 
order to obtain the total tunnel flow rate. 
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Results and Discussion 
The complete set of measurements obtained characterizes the 

aerodynamics of a jet fan traversed at different positions in 
relation to the tunnel walls. The results give a clear picture of 
the pressure and flow fields established in the tunnel. Figure 4 
typifies the axial development of pressure and velocity measure­
ments for a jet fan positioned at F^ = 0.17. F,, is the fractional 
distance (Y/D,) from the north wall to the axis of the tunnel 
(see Fig. 2). Flow field measurements were used to determine 
the total volume flow out of the tunnel and the air entrainment 
rate of the jet fan at various positions. Uncertainties in measured 
and derived quantities are quoted below each figure. 

Pressure Measurements 
Pressure results are necessary in the understanding of entrain­

ment and the pressure rise characteristic is important in the 
calculation of power performance curves. A detailed analysis 
of the pressure variation is described and the pressure field was 
found to be affected significantly by the positioning of the jet 

N o m e n c l a t u r e 

Aj = area of jet fan nozzle (m^) 
A, = (A, - Aj) inlet area for the en­

trained flow (m^) 
A, = cross-sectional area of tunnel (m^) 

Dit = diameter ratio (Di/D,) 
Dj = diameter of jet fan nozzle (meters) 
D, = diameter of tunnel (meters) 
Ei„ = energy in jet fan flow (J/s) 

£„„, = energy in the tunnel discharge 
flow (J/s) 

Efi = frictional energy loss (J/s) 
E, = recirculation energy loss (J/s) 

E„i = mixing energy loss (J/s) 
Efi = jet energy loss (J/s) 
Fp = fractional diameter of tunnel (F/ 

D,) used to define jet fan traverse 
from one tunnel wall 

Y = distance of jet fan traverse from 
one tunnel wall 

P = pressure (N/m^) 
Pe = pressure of the entrained flow 
Pj = total pressure of the jet at the noz­

zle 
P,„ = static pressure of the tunnel flow 

(P,„ - PJexp = measured pressure differ­
ence between entrained 
flow and tunnel end 

(P,„ - Pe),h = theoretical pressure dif­
ference between en­
trained flow and tunnel 
end for zero friction loss 

Qj = jet discharge flow (m'/s) 
2e> 2.V = entrained or secondary 

flow (m'/s) 
QT={Qe + Qi) total tunnel 

flow (mVs) 
QR = recirculated volume flow 

(mVs) 
n = melnij = QelQj flow ratio 

of secondary stream to jet 
discharge quantity 

Me = entrained mass flow 
nij = jet discharge mass flow 
U = velocity (m/s) 

Eu = velocity of entrained flow 
Uj = jet fan discharge velocity 

(m/s) 
U, = average tunnel velocity 

(m/s) 

Uc = tunnel centreline or axis ve­
locity (m/s) 

H' = turbulence fluctuation 
\lu'^/Uc = rms or turbulence level of the 

fluctuating velocity at the tun­
nel axis 

WR = width of back flow at any 
axial distance (meters) 

Wg/D, = dimensionless backflow width 
X = axial distance from jet fan 

nozzle (meters) 
X/Dj = dimensionless distance from 

jet fan nozzle 
T]i = induction efficiency defined 

by Eq. 3 
$ = tunnel to jet velocity ratio U,/ 

Ui ratio 
e = {Qj+ Q.,)(Dj/2)/(QjD,) 

Thring and Newby similarity 
parameter 

C, = 9 Craya-Curtet parameter for 
ducted confined jets 

a = AjlAe area ratio of jet fan to 
secondary stream inlet area 

f2 = AjlA, area ratio of jet fan to 
tunnel p air density (kg/m') 
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fan. Figures 5(a), 5(b), 5(c), and 5(d) show the axial static 
pressure variation at the jet fan positions Fp of 0.06, 0.11, 0.17, 
0.22, 0.28, 0.33, 0.39, 0.44, and 0.5. The wall static pressures 
are normaUzed by the jet dynamic pressure (1/2 puj). The 
symbol P^ denotes the suction or entry pressure of the entrained 
or secondary stream measured at about X/Dj = —10 and is 
almost close to ambient in this experiment. In Fig. 5(a) at the 
position F,, = 0.06, the axial static pressure starts by rising from 
slightly above ambient i.e., above the zero pressure line to a 
peak of 0.9 percent of jet exit dynamic pressure at 4 nozzle 
diameters after which it drops significantly below ambient. At 
18 nozzle diameters the pressure rises slightly and then drops 
to a minimum of -0.009 jet discharge dynamic pressure at 27 
nozzle diameters. It rises monotonically to its maximum of just 
1.5 percent jet discharge dynamic pressure and remains invari­
ant with axial distance after 50 nozzle diameters over the tunnel 
test section. The same pattern of variation is observed for the 
jet fan positions F^, of 0.11 and 0.17 except that the initial peaks 
occur at 9 and 15 nozzles diameters respectively and minimum 
pressure is attained at around X/Dj = 25. The fan position Fp 
= 0.06 experiences the largest pressure drop for X/Dj s 30. In 
all cases the rate of pressure rise is similar and the maximum 
pressure values achieved are close. 

The variation of static pressure for F,, values of 0.22, 0.28, 
0.33,0.39,0.44 and 0.5 (Fig. 5(b)) show remarkable similarity. 
The pressure drops to a minimum at about 19 nozzle diameters 
after which it rises to a maximum of about 1.7 percent of jet 
discharge dynamic pressure and remains unchanged over the 
tunnel test section. The initial static pressure variation described 
for Fp < 0.22 differs somewhat from that of Fp > 0.17, because 
at Fp > 0.22 < 0.5 maximum pressures are attained at about 
X/Dj = 40 and at around X/Dj = 50 for Fp < 0.17. On the south 
tunnel side (Fp = 0.83, Figure 5(c)) pressure development is 
much more rapid. 

In Figs. 5(c) and 5(d) wall static pressures are presented for 
two jet outlet velocities of 20.8 and 40 m/s and at Fp = 0.17, 
0.33 and 0.83. The normalized pressure magnitudes are similar 
up to X/Dj = 30 for Fp = 0.17 and X/Dj = 15 for F„ = 0.33. 
The normalized peak pressures are lower for the lower discharge 
velocity. The actual measured peak pressures (in pascals) differ 
by a factor of 5 to 6 for the two jet fan discharge velocities. 
Figure 5(c) and 5 (d) show that for similar Fp settings confining 
walls rather than the jet Reynolds number play a major role in 
the pattern or qualitative manner in which the pressure varies. 

For Fp < 0.17 the pressure variation can be explained partly 
due to the jet being unable to expand freely on the side close 
to the wall. On reaching the wall it experiences wall friction 
and is deflected inwards after which the pressure falls again to 
reach a negative minimum. From there it rises until it attains a 
maximum. Therefore the proximity to the confining walls af­
fects the sign and steepness of the pressure gradient and conse­
quently the mixing process of the primary and secondary 
streams. The momentum distribution and boundary layer growth 
are also affected. The situation is simpler at Fp a 0.22 where 
the pressure falls and rises monotonically to reach a peak which 
is maintained over the tunnel test section. The jet development 
in all cases can be summarized as in Fig. 4 but for jet fan 
position Fp >: 0.22 the pressure development within X/Dj < 20 
is less complex. It is worth pointing out that there is no notice­
able variation in wall static pressure for each side of the tunnel, 
in the vertical distance Z (normal to the X-axis). The wall static 
pressure measured on the south side of the tunnel develops 
more rapidly than that on the opposite (north) side where the 
jet fan is traversed from. The pressure rise is also much steeper 
on the south side where jet fan position Fp & 0.5 (see Fig. 5(c) 
for Fp = 0.83). Thus the axial static pressure variation is not 
symmetrical even though the same pattern is followed. 

In Fig. 6 the measured to theoretical tunnel end pressure rise 
(P,„ - Pe),>xpKPm - Pe),h eAXIDj > 50 is plotted as a function 
of jet fan position Fp. The pressure (P,„ — P J ^ is calculated 
from the momentum balance equation of the jet, entrained air 
and total tunnel flow for zero friction loss: 

(P,„ — Pe)A, = nijUj + ntcUe — m,U, (1) 

The symbols m, U and A represent mass flow, velocity and 
area. The subscripts y, e, and t denotes conditions for the jet 
fan, secondary stream and tunnel respectively. Equation (1) can 
be expressed in terms of the jet outlet velocity by using continu­
ity relations to become: 

P,n ~ Pe apUJ(l - an)^ (2) 

^^ 

1 

0.02 

0.015 

0.01 

0.005 

-0.005 

Fp.0.17 (North wall) 
Uj=40m/9 

I Fp>:0.83 (South wall) 

' 'jet spreads rapidly « ' 
* • Jet attachment to the wall 

.on both side walls 
Transitinn rMinn I ' V - V •. ' " , .̂  I but at different axial distances 
I ransiiion region Ireducingfreestream velocity 
(potential flow) |,y entrainment 

I 

wall effect • *T* 
presence of positiVjB 
pressure gradient I 

jet fan 

Y/Dt/ / 

<S 0 C 3 O 0 

velocity profiles U/Uj 

Tunnel North wall 
direction of airflow 

xyoj 

Confining walls cause pressure gradients which complicate the flow 

Tunnel south wall 

Fig. 4 Axial static pressure plotted together with velocity UlUj (position of jet fan is Fp = 
0.17 backflow region is clearly shown) (uncertainty in UfUl is 2.75 percent and In normal­
ised pressure is 2.67 percent) 

324 / Vol. 118, JUNE 1996 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.02 

^ 0.016 

S. 0.01 

a. 

fe 0.005 

0 

•0.005 

•0.01 

- Fp=6.(SS o 

. Uj=40 m/8 

hp-0.11 

A 

A O * 

»AO . 

5°-

-rTpa.<r 
Aftft*A6 

0 10 20 30 40 50 

(a) 
X/D) 

0.02 

^ 0 . 0 1 5 

I 
t 0.01 

O.O06 

0 

•0.005 

Fp.0.22o Fp.0.28» Fp«0.33 < Fp=0.3a 

a Fp.0.44 • Fp-0.5_ , | j | i g • • M " • " • " 

Ui=40m/s . « ' ' - " ' 

• a 

'•••H„j!. 

(b) 
10 20 30 40 50 60 70 80 

WD] 

0.02 

0.015 

0.01 

0.005 

0 

-0.005, 

•Uj .20.8m/8 

• 

A ^ 

^ 
% • 

-U i= 

0 

^ A 

& 

40 m/s 

** 

l . « ' * ' 

(Fp-O.IT) 

A A " * * A A A A » « 

„ U|-40nV9 Fp.0.83 

10 20 30 40 50 60 70 80 

(C) x/oj 

0.02 

"^0.015 

I 0.01 

0.005 

0 

-0.005^ 

(d) 

Uj.20.8m/S •> U].40mte Fp=0.33 
DooD eaooao aaoooa 

10 20 30 40 50 60 70 80 
X/D] 

Fig. 5 Axial wall static pressure variation at various positions (uncertainty in normalized 
pressure is 2.67 percent) 

where a, n and p are the jet fan outlet to secondary flow entry 
area ratio (Aj/A,,, A^ = A, - Aj), flow ratio {melmj or QJ 
Qj) and air density respectively. The symbol P, denotes the 
secondary stream entry pressure (at about XIDj = - 10 ) and 
P,„ is the maximum pressure achieved by the mixed flow in the 
tunnel, downstream of the jet discharge (X/Dj > 0). The tunnel 
end pressure rise is higher when the jet fan is moved away from 
the wall. When the jet fan is close to the wall (Fp = 0.06) the 
measured pressure rise is 15% less than the theoretical one. 
Mizuno and Araie's (1990) also observed that measured pres­
sure was less than the theoretical pressure when the jet was 
close to the wall. The difference between theoretical and mea­
sured tunnel end pressure rise is about nine percent when the 
jet fan is at the axis of the tunnel. In Fig. 6 another pressure 
ratio (P,„ - Pt)l{Pj - Pin) is plotted against fan position. The 
total pressure P, is measured at the jet nozzle discharge. This 
ratio in essence is the excess pressure rise of the mixed flow to 
the pressure drop of the jet flow. It is also observed that this 
pressure ratio is higher for F,, > 0.33 than F,, < 0.33. Therefore 
the pressure or momentum of the jet is affected quite signifi­
cantly by the closeness of the jet fan to the wall. 

Velocity Measurements 
The velocity profile results describe the axial jet development 

as shown in Fig. 7. The profiles show a back flow on one tunnel 
side for jet fan positions closer to the wall. The back flow 
diminishes when the jet fan is moved toward the tunnel axis. 
In Fig. 7(fl) at jet fan position Fp = 0.06 the back flow covers 
f of the tunnel diameter at X/Dj = 6.35. Jet fan positions Fp > 
0.33 up to the tunnel axis position (Fp = 0.5) have no active 
reverse current. However, at the tunnel axis position (Fp = 0.5) 
within 5 of D, from the side walls the flow is very unstable 
because it produces both positive and negative velocities in 
periods of 2 to 4 seconds. In Fig. lid) only the negative veloci­
ties are shown in the regions where this flow instability occurs. 
Thus the nature of the backflow observed for jet fan positions 
Fp < 0.33 (Figs. 7(a) to 7(c)) is different from the tunnel 
wall flow instability observed for the tunnel axis position. At 
all the positions the jet was observed to oscillate when thin 
cotton wool "whiskers" were attached on either side of the 
discharge nozzle. The back flow was visualized using strips of 
ribbons of half the tunnel height in length fastened to a common 
string and attached across the wind tunnel. The flow visualiza­

tion revealed the presence of a back flow clearly and also con­
firmed the strong shear between the mainstream and the back-
flow. Figures 7 and 8 show that backflow diminishes as F,, is 
increased. 

Figures 1(b) and 7(c) show the velocity profiles for jet fan 
positions F^ of 0.17 and 0.33 at 6.35, 18.2, 20.8 and 32.7 nozzle 
diameters. The magnitudes of the negative velocities were quite 
significant and in some cases up to -0.01 SUj. At the jet fan 
position Fp = 0.5 the flow profiles are symmetrical. 

An approximate theory on confined jets and recirculation was 
developed by Curtet (1958) in an attempt to give a full account 
of the effects of furnace walls and the surrounding environment 
on turbulent diffusion flames for a jet located on the duct axis 
(Fp = 0.5). Higher velocities were used and the amount of 
secondary fluid entrained by the jet was controlled and backflow 
was obtained under these conditions on both walls of the con­
fining duct. The resulting profiles resemble those from the pres­
ent study for (F,, = 0.5) as in Fig. 1(d). The Craya-Curtet 
parameter C, which is similar to Thring and Newby (1953) 
similitude parameter 9 = (Qj + Q,)(Dj/2)/QjD, defines a possi­
bility of recirculation. The terms Qj, Q,, Dj and D, are the 
jet discharge, secondary stream flow, jet diameter, and tunnel 
diameter respectively. For values of C, of around 0.075 the 
extent of the back flow is quite significant decreasing with 
increase of C,. According to Barchilon and Curtet (1964) at C, 
above 0.9 the back flow is absent. In this study the values of 
C, are less than 0,25 and recirculation is observed at all jet fan 
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positions Fp < 0.44. Recirculation in most cases occurs when 
the jet has entrained all the surrounding secondary fluid and 
then entrains its own fluid upon reaching the confining walls. 
The controlling factors for the onset of backflow are the jet fan 
and tunnel diameter ratios (Dj/D,), fan position Fp, velocity 
ratio U,/ Uj and the presence of a severe pressure gradient. Fig­
ure 9 shows the backflow as a fraction of both the jet discharge 
(QR/QJ), and total tunnel flow {QRIQT)- The backflow fraction 
QRIQJ falls with jet fan position from 1.4 to about 1.15. The 
backflow fraction QRIQT changes relatively little with position 
{Fp s 0.33) and is around 0.72. Backflow must be understood 
because it wastes energy and in certain mine ventilation situa­
tions, unwanted pollutants are recirculated. 

Longitudinal Turbulence Levels 
The importance of longitudinal turbulence levels was to es­

tablish whether they enhanced entrainment rates and to help 
understand the structure of the flow field at the tunnel axis. 
Longitudinal turbulence levels are plotted in Fig. 10 for three 
jet fan positions Fp of 0.06, 0.33 and 0.5. They were measured 
from 6.35 nozzle diameters and onwards at the tunnel axis. At 
positions Fp = 0.06 and 0.33 the tunnel axis does not correspond 
to the jet axis and this partly explains the initial high turbulence 
levels of above 50%. There is a minimum level at XIDj = 20.8 
for the jet fan position Fp = 0.06 and 0.33. This is followed by 

a continuous rise which assumes a value of nearly 65 percent 
at XIDj = 57.2 in the former case. Turbulence levels reach a 
peak and decrease downstream at the other jet fan positions. 
The situation is somewhat different when the jet is located at 
the tunnel axis {Fp = 0.5) because the turbulence levels are 
lower at XIDj = 6.35 (about 10 percent), with a marked rise 
after 18.2 nozzle diameters. A peak of 75 percent is reached at 
45.3 nozzle diameters followed by a sharp decrease to a value 
of about 35 percent at XIDj = 57.2. The turbulence levels are 
comparable in magnitude with those of Curtet (1958) but are 
much higher than those of a free jet after 18 nozzle diameters. 
Qualitatively the longitudinal turbulence variation mimics that 
of the axial wall static pressure. There is a high level of turbulent 
mixing in the tunnel between the two fluid streams and recircu­
lating currents probably contribute to the high level of velocity 
fluctuations observed. 

Entrainment Rates 
The pressure and flow results including the turbulence levels 

are important in understanding the entrainment data. The en­
trainment results are a direct measure of jet fan performance in 
the tunnel. Figure 11 shows the quantity of air entrained with 
respect to jet fan position. When the jet is closer to the wall 
the quantity of air entrained is greater than when it is moved 
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toward the tunnel axis. The lowest amount of air entrained is 
obtained when the jet fan is positioned at Fp = 0.39. After this 
position the entrainment rate increases but it does not reach the 
same levels as when the jet is close to the wall. This observed 
decrease in flow ratio as Fp increases is different from the 
pressure characteristic (P,„ - P,)/{Pj - P,„) plotted in Fig. 6, 
which increases as F,, is increased. An explanation for this 
observation can be obtained with the aid of Fig. 5. When the 
jet fan is located at positions F^ < 0.22 the extent to which the 
pressure drops below ambient and therefore attaining negative 
values, is greater for decreasing Fp. This tends to improve the 
suction effect as in a jet pump because of the negative pressure 
difference created. For the jet fan position Fp = 0.06 the pres­
sure is negative up to almost 40 nozzle diameters. A combina­
tion of these large pressure drops and wall friction could partly 
explain the lower pressure characteristics for near wall jet fan 
positions in Fig. 6. The fact that where the entrainment pro­
cesses are high, the extent of the back flow is quite significant 
on one side of the tunnel is difficult to explain. The amount of 
total flow QT discharged from the tunnel varies from just over 
1.6 times to about twice the initial jet volume flow Qj. The 
entrainment volume flows Q^ are also plotted in Fig. 11 as a 
function of F,,. 

The ratio of the energy in the discharge flow to the energy 
input from the jet fan nozzle QAP,„ ~ P,)/(Qj(Pj ~ Pm)) or 
n(P,„ - Pe)l{Pj - Pt„) is expressed as percent efficiency in 
Fig. 12. The symbols Q,,, Qj, and n are the entrained, jet dis­
charge and flow ratio QJQj respectively. High tunnel end pres­
sure P„„ low jet discharge total pressure P, and high flow ratio 
n increase the performance of the jet fan. This definition of 
efficiency is widely accepted in jet pump or ejector theory. The 
variation in efficiency of the system follows that of flow ratio 
QTIQJ with varying position F,,. 

An induction efficiency is described by Reale (1973) as the 
ratio of the ventilation power output to the power transmitted 
to the fluid by the fan: 

?7; = 2 $ ( ] - # ) / ( ( ! + $ ) ( 1 - Q,)) (3) 

where # is the velocity ratio VJUj and Q. is the area ratio Ajl 
A,. This efficiency is similar to the parameter Qr{P,„ - -PJ/ 

QT«Qe+Qi 

0.2 0.3 0.4 0.5 
Jet fan position Fp 

Fig. 11 Flow ratio vs jet fan position (uncertainty in Qe/Qj and QT/QJ is 
6.52 percent) 

(QjiPj - Pm)) where Qp is now used instead of Q, unlike 
before and is a form of measured induction performance (Fig. 
12). Although the values appear low, this type of ventilation 
is still effective, and in order to evaluate it fully one has to 
consider the factors involved. An overall energy balance of the 
system can be formulated as follows: 

Ei„ = E,„„ + Ef, + E, + E„„ + Ej, (4) 

where E„,„ is work output of the secondary flow, Ef,, E,, E„,,, 
and Ej, are the energy losses due to friction, back flow, mixing 
and jet loss respectively. The backflow, mixing and friction 
losses account for a significant amount of the losses incurred 
on the system. 

Conclusions 

The present experimental studies have examined the overall 
flow produced by a jet fan located at various positions in a wind 
tunnel. Pressure and velocity field results have revealed that the 
jet fan performance is enhanced when it is closer to one tunnel 
wall despite apparent frictional pressure losses. The axial static 
pressure results support this conclusion and because of the high 
pressure drops created initially (up to XIDj = 30) when the jet 
fan is close to the wall more secondary air is induced to flow 
in the tunnel. One important observation made in this study is 
the existence of backflow when the jet fan is located close to 
the wall for positions F,, < 0.44. The existence of backflow has 
never been addressed fully before. The present wind tunnel 
studies provide a significant contribution to the formulation of 
realistic guidelines in mine and tunnel ventilation. Backflow 
fraction QplQr is found to be about 0.72 for F,, < 0.44 in this 
study and is important data in jet fan ventilation design. If the 
causes of backflow are known it can be avoided by careful 
design. When the jet fan is located at the tunnel axis there 
is no backflow but unstable flow occurs in the wall region 
approximately within 0.17 tunnel diameters from the walls. The 
flow is subject to directional changes every few moments sug­
gesting oscillation of the flow field. The period of this oscillation 
is of the order of 2 to 4 seconds. 

Turbulent quantities are observed to be quite high suggesting 
a high degree of mixing of the two streams. 
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Jet Interaction in Liquid-Liquid 
Coaxial Injectors 
Interaction between two conical sheets of liquid formed by a coaxial swirl injector 
has been studied using water in the annular orifice and potassium permanganate 
solution in the inner orifice. Experiments using photographic techniques have been 
conducted to study the influence of the inner jet on outer conical sheet spray charac­
teristics such as spray cone angle and break-up length. The core spray has a strong 
influence on the outer sheet when the pressure drop in the latter is low. This is 
attributed to the pressure variations caused by ejector effects. This paper also dis­
cusses the merging and separation behavior of the liquid sheets which exhibits hyster­
esis effect while injector pressure drop is varied. 

Introduction 
In rocket engine combustion chambers, the evaporation rate 

of fuel and oxidizer droplets is one of the principal factors 
determining the combustion efficiency. This is governed by the 
injector design and the mixing of fuel and oxidiser jets in the 
combustion chamber. Distribution of propellants in the combus­
tion chamber is itself accomplished by suitable combination of 
injector elements. Coaxial jet mixing is known to be one of 
the efficient ways to achieve good mixing in the combustion 
chamber. There are number of rocket motors both of storable 
and cryogenic propellants functioning with such injectors. 

Atomization characteristics of coaxial injectors have been 
studied by many authors. In a study to simulate FLOX/methane 
injector element, Burick (1972) has discussed the effect of 
geometrical configuration of coaxial injector on drop size distri­
bution and mixing efficiency. By increasing the oxidizer post-
recess length in the injector configuration, which is the projec­
tion of oxidizer orifice beyond the fuel orifice, SMD increases 
and mixing efficiency reaches a maximum and then reduces. 
York et al. (1953) have studied the disintegration of plane 
liquid sheets theoretically through a mathematical analysis and 
qualitative comparisons have been made with experimental re­
sults. They concluded that instability and wave formation at the 
interface are the major factors in the break-up of the sheet of 
liquid into drops. Dombrowski and Tahir (1977) have made a 
systematic study on atomization characteristics of swirl pressure 
nozzles using oils covering wide viscosity range. Correlations 
were obtained for mean drop size, size distribution and break­
up length in terms of the operating variables. Wang et al. (1986) 
conducted experiments on air-assist nonswirl atomizers and 
concluded that the ratio of water to air flow rates governed the 
uniformity of drop size distribution across the spray. A similar 
conclusion was arrived at for air-assist swirl atomizer by Mao 
et al. (1986, 1987) who studied the drop size distribution at 
several axial and radial locations using Fraunhofer diffraction 
particle sizing instrument and Phase/Doppler spray analyser. It 
has also been shown that SMD increased with distance down­
stream along the center line and also with the radial distance 
from the axis. The study of Eroglu and Chigier (1991) is fo-
cussed on the SMD variation and velocity distribution of coaxial 
liquid/air jets. It was found that SMD distribution is strongly 
affected by the structure and behavior of the preceding liquid 
intact jet. It has been shown that increase in liquid supply pres­
sure increases the momentum of the water jet making it more 
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Stable and the increase in air supply pressure increases the rela­
tive velocity at the liquid/air interface which reduces the SMD. 
In their detailed studies with coaxial rocket injectors, Sankar et 
al. (1991, 1992) have examined the effects of geometric vari­
able and the ambient environment. It was observed in their 
experiment with water-air, LN2 — GN2 systems that recess 
length of the coaxial injector seems to have a greater effect on 
the atomization of water than on liquid nitrogen. With this work, 
it was concluded that the presence of larger particles at high 
chamber pressures is attributed to the diminished effect of sec­
ondary atomization resulting from a decrease in the relative 
shear velocity between the droplets and the gas flow. Hardalupas 
and Whitelaw (1994) have studied the spray characteristics of 
coaxial airblast atomizers by simulating the space shuttle main 
engine preburner spray condition. The effect of converging exit 
path for the gas and liquid tube recess have been examined by 
the author. It was found that the presence of a converging nozzle 
at the exit of the gaseous jet improved the atomization. Recess 
of the liquid tube by two or three liquid tube diameters increased 
the rate of spread of the sprays and reduced the extent of atom­
ization for the straight and converging gaseous jet exit nozzles. 
Care and Ledoux (1991) have studied the coaxial airblast atom­
izer both experimentally and theoretically. Spray structure, 
SMD, air-liquid velocities, and spray angles have been reported 
by the author. 

The most notable feature of the studies reported above is that 
the initial interaction of the outer and central jets governs the 
eventual dropsize and mixing characteristics. AH of the above 
studies with coaxial injectors are made with gaseous outer jet 
and the literature on liquid-liquid coaxial jets is rather scanty. 
The present work motivated by coaxial elements of storable 
propellant systems deals with liquid-liquid type of injection 
with emphasis on the initial interaction between the liquid 
sheets. 

In a spray from coaxial swirl injector, the liquid oxidizer 
conical sheet is in the aircore of the liquid fuel cone. At very 
low injection pressure drop, the liquid sheets are separated from 
each other. With an increase in the injection pressure drop, 
(Ap) across the fuel and oxidizer orifices, the liquid sheets 
move closer and merge at certain condition. Merging of the 
liquid sheets and the consequent mixing of fuel and oxidizer 
components are essential in the rocket thrust chamber. This 
requirement is especially important for hypergolic combina­
tions. The process of merging of the concentric liquid sheets as 
injector pressure drops across the orifices are gradually in­
creased involve some interesting physical phenomena. The pres­
ence of a central sheet in the core of the outer conical liquid 
sheet affects the spray characteristics of the outer conical sheet 
and vice versa. Understanding of this merging behavior of liquid 
sheets is important, especially when one is interested in the 
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Fig. 1 Schematic diagram of experimental setup 

throttling of the rockets. Hence the present experimental study 
is mainly aimed to throw light on some basic features of this 
phenomenon in the coaxial swirl injectors. 

The range of Reynolds number for the test condition is 
15,000-40,000 and that of Weber number, based on hydraulic 
diameter (We = paU^rdJcr), 3-20 which are close to the actual 
injector conditions in a typical rocket engines. The experimental 
conditions of relatively large sized injector, low pressure drop 
across the orifice and the ambient pressure are chosen such that 
the study of liquid sheet interaction is feasible. The description 
of the phenomenon and the main observations are nevertheless 
applicable to rocket combustion chamber where the liquid 
sheets meet at distances much closer to the injector face. 

Experimental Details 
The schematic representation of the experimental setup is 

given in Fig. 1. Two separate tanks are used for storing the 
experimental liquids—here water and potassium permanganate 
solution. The tanks are pressurized either by nitrogen cylinder 
or by an air compressor capable of maintaining a steady pressure 
of 8-10 atm in the tanks during discharge. Pressure regulators 
and pressure gauges are employed to control and monitor the 
pressure drops across the orifices. All pressure gauges are cali­
brated with respect to a standard HEISE pressure gauge. The 
error in (Ap) is a combination of errors due to instrument 
resolution and shift in calibration as found out from repeated 
calibration. Thus the highest uncertainty error in (Ap) is esti­
mated to be 4.4 percent. In the discharge line from the tank to 
the injectors, filters are used to trap fine particles which may 
clog the injector. Metal wire square mesh of size about 45-50 
/Ltm is employed in this filter. Control valves and additional 
pressure gauges just ahead of the injectors to measure the injec­
tion pressure drop are also present in the lines. 

Considerable amount of published information is available 
on the design of swirl injectors to meet mass flow and cone 
angle criteria. These have been extended to the coaxial injector 
in the present work. A coaxial injector is fabricated here primar­
ily to study the behavior of two coaxial liquid conical sheets. 
The schematic view of the injector is given in Fig. 2, which 
also describes all the geometric parameters. These values are 
arrived at from the mixture ratio of a typical propellant combina­
tion. A practical difficulty in designing this injector was in 
making the orifice accurately coaxial and coplanar. With con-

V///////////A 

Fig. 2 Schematic diagram of the coaxial Injector 

Nomenclature 

da = annular orifice diameter 
dc = mean diameter of the swirler 
dj, = equivalent hydraulic diameter of the 

orifice 
di = inner orifice diameter 
d„ = orifice diameter 
h = depth of the rectangular helical pas­

sage 
K = swirl number given by Lefebvre 

(Ap) = injection pressure drop 
(Ap)i = inner orifice injection pressure 

drop 
(Ap)„ = annular orifice injection pres­

sure drop 
(A/j), .„ = merging pressure 
(Ap),,, = separation pressure 

Si = inner orifice swirl number 
S„ = annular orifice swirl number 

« r • 

We 
a 
6 
a 

Pa 

relative velocity between liquid 
and air 
width of the rectangular helical 
passage 
Weber number 
spray cone angle 
annular gap in the outer orifice 
liquid surface tension 
air density 
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Inner swirler 
SI 

13.9 (d, = 1 mm) 

Table 1 Swirl numbers used in the present study 

Annular swirler 

Sal Sa2 

54.6 (d„ = 2.8 mm, 6 = 0.4 mm) 110.6 (d^ = 2.8 mm, 6 = 0.4 mm) 
75.2 (d„ = 3.1 mm, <5 = 0.55 mm) 152.1 (4 = 3.1 mm, 6 = 0.55 mm) 

ventional lathe machines, it is very difficult to achieve both the 
requirements. To get a coaxial configuration of both the orifices 
with good accuracy, a little movement is provided for the inner 
orifice. Required coaxial conical liquid sheets necessary for the 
study can be obtained by moving the inner orifice over a small 
distance ( < 1 mm) at which condition the exit orifices of inner 
and outer sprays are coaxial but not necessarily coplanar. The 
swirling motion is generated by passing the liquids through 
single start rectangular helical passages as shown in Fig. 2. The 
swirl intensity is given by swirl number, S by Beer and Chigier 
(1983) as 

S = - ^ 
G,R 

where G^ is the axial flux of the angular momentum, Gx is the 
axial thrust, and R is the exit radius of the nozzle. When there 
is an orifice downstream of the swirler which enhances axial 
velocity while conserving angular momentum, the swirl number 
takes the form 

for inner swirler and 

Si 

Sa 

ndodc 
4wh 

nSdc 

wh 

for annular swirler. The terms in this expression are clearly 
shown in Fig. 2. Values of S used in the present study are given 
in Table 1. It may be noted that K value defined for swirl 
intensity by Lefebvre (1989) works out to be 1/4S. Liquid 
flow rate through the injector is measured by collection method. 
The error in liquid flow rate arises from pressure measurement 
and the collection technique. This uncertainty is estimated to 
be about 1.5 to 2 percent. The liquid flow rate is plotted with 
(Ap) in Fig. 3 for both inner spray and annular spray. 

Photographic technique has been used to visualize the spray 
pattern. A 35mm still camera is used to take color and black and 
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white photographs at shutter speeds less than 1/15 s. Wherever 
required high speed films (400 ASA) have been used. Spray is 
illuminated by a strobe light at right angles to the line of sight 
of the camera. The measurements on film negatives are made 
using a microfilm reader of 17.5X. 

Results and Discussion 

Mutual Influence of Sheets on Spray Cone Angle. An 
interesting observation is that each sheet experiences the influ­
ence of the other even when the jets do not merge. Figure 4 
shows some typical photographs to illustrate this point. These 
photographs have been taken at a constant annular orifice injec­
tion pressure drop, (Ap)„ with different values of the inner 
orifice injection pressure drop, (Ap), . Figure 4(a) corresponds 
to the outer spray in the absence of any flow in the core. A 
large spread of the liquid sheet and the droplets is clearly seen. 
In Fig. 4(fo), the influence of inner jet at a (Ap), = 0.169 MPa 
may be observed. At this condition the inner spray is still in its 
tulip stage and yet the spray cone angle is lower and the liquid 
jet as well as the disintegrated spray seem to bend inwards. The 
effect is further enhanced at a higher (Ap), of 0.19 MPa as 
seen in Fig. 4(c) . The inner jet is now a conical spray and the 
expansion of the outer spray is curtailed. 

A number of experiments are carried out to get the quantita­
tive variation of spray cone angle of outer spray. Water and 
potassium permanganate solution are used as the experimental 
liquids for annular orifice and inner orifice respectively, to dis­
tinguish the two liquid sheets. Color photographs are made use 
of to get the spray cone angle variation of both the liquid sheets 
at a particular (Ap)„. The error in spray cone angle, a arise 
due to (i) uncertainty in the identification of the spray cone 
surface from the photograph and the consequent length mea­
surement which is used to compute a and is estimated to be 
2.14 percent and (ii) repeatability of data in view of the very 
weak unsteadiness present in the system which has a maximum 
uncertainty of 3 percent. Thus the upper bound of uncertainty 
in cone angle is expected to be 3.68 percent. The typical varia­
tions of spray cone angles of both the liquid jets are plotted in 
Fig. 5 at a particular (Ap)„. Clearly the cone angle of the outer 
spray significantly drops as the (Ap), is increased. The gradual 
increase in the inner spray cone angle is not as much as it would 
be in the absence of the outer spray. These mutual interference 
effects are more clearly seen in Figs. 6 and 7 where the effect 
of one on the other is depicted. Any prediction of the distance 
of the merging point from the injector face must take this effect 
into consideration. 

The explanation for the behavior lies in the fact that the sheet 
in the core induces some velocity in the air core, much like an 
ejector effect, resulting in a drop in static pressure. This tends 
to bend the outer conical sheet of liquid inwards. This is verified 
by conducting experiments with air flow at different velocity 
through the inner orifice. The outer spray exhibits the same 
bending effect confirming the above observation. 

Merging and Separation of Liquid Sheets. The liquid jets 
coming out of the two orifices are in the form of conical sheets 
for a short distance. As mentioned earlier, due to mutual interac­
tion they bend inwards further downstream before breaking up 
into droplets. At a given (Ap)^, if (Ap), is gradually increased, 
at some value of (Ap), the two sheets merge with each other 
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and the merging point immediately moves upstream very close 
to the injector orifice. This is henceforth referred as the 'merging 
pressure', (Ap),,„,. Beyond this value of (Ap),,„ the two jets 
remain merged and the break up of the combined jet follows 
at a short distance from the injector orifice exit. If the approach 
is reversed, namely from the merged condition if (Ap)j is de­
creased keeping ( Ap)„ constant, there is a condition of (Api),,, 
at which the two jets separate from each other. This separation 
pressure is however lower than the merging pressure at all 
(Ap)„. 

The process of merging is primarily dictated by the cone 
angles of liquid sheets at corresponding pressure drops, but 
modified by the interactions described earlier. However, after 
merging, the two conical liquid sheets are pulled closer to each 
other and the point of merging moves upstream. A new state 
of equiUbrium is achieved where the surface tension balances 
the components of inertial forces trying to pull the sheets apart. 
Therefore the process of separation will require lower pressure 
levels at which cone angles tend to be lower, to overcome the 
surface tension forces. This results in the hysteresis seen in 
Fig. 8. 
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The trends of variation (A/j),,„,, as well as (Ap),,,, show a 
maxima as can be seen in Fig. 8. It is important to note that 
merging itself is a consequence of inward bending of the outer 
conical sheet. In the lower range of (Ap)„, there is a substantial 
increase in the cone angle of the outer spray as (Ap)„ increases. 
So the extent of bending required for merging to take place will 
also become higher which can be met only by increasing the 
core pressure drop (A/;),. This explains the rising part of the 
curve in Fig. 8. However, in the higher range of (A/?)„ beyond 
the maximum, the phenomenon is different. Here the outer liq­
uid sheet breaks up into a spray at a very short distance. The 
consequent dense spray induces a quicker interaction with the 
inner jet. As the break-up length decreases as a result of gradual 
rise in (A/?)^, lower (Ap), suffices for the merging process. It 
is extremely difficult to measure the distance from the injector 
face to the location where the merging process gets initiated. 
The reasons are that the transition occurs at a very small change 
in (Ap); and the point of merging quickly moves upstream. 
Efforts are on to delineate this phenomenon in detail. 

Influence of Sheet Interaction on Break-Up Length. 
Break-up length of a jet is one of the major parameters which 
affect the spr^y penetration and distribution in the combustion 
chamber. The error in breakup length as measured from photo­
graphs arises due to (i) circumferential variation as viewed 

60 

»40 

' 20 

OOOOO Outer spray alone 
AAAAA/nner s p r a y aXone 

S( = 13.9 
S„ = 75.2 

o o o 
o 

0 11 111 11 I n I 11 I I ' ' I ' ' 1 ' ' ' ' I ' I ' ' M ' ' ' ' ' ' ' ' 1 ' " ' ' ' ' ' ' I 11 I I 
0.15 0.25 0.35 0.45 0.55 0.65 

(Ap) (MPa) 

Fig. 9 Breal<-up length variation with ( A p ) of Individual conical sheets 

from different angles which has been estimated to be 5 percent 
and (ii) error in the measurement of length from magnified 
photographs which is estimated to be 2.5 percent. Thus the 
uncertainty in the breakup length is 5.59 percent. The variation 
of break-up length of individual conical sheets with (Ap) is 
plotted in Fig. 9 in the absence of the other spray. As observed 
in the spray cone angle variation, the break-up length of outer 
conical sheet at particular condition is also affected by the pres­
ence of inner sheet. The presence of inner sheet in the air core 
of the outer spray introduces perforations and oscillations in 
the outer conical sheet as it bends towards the inner jet. This 
perturbation increases at higher (Ap); and makes the outer 
conical sheet disintegrate at a shorter distance. Experiments are 
conducted by varying (Ap); at constant (Ap)„. It is difficult 
to discern this phenomenon at higher (Ap)^ in the presence of 
inner spray because the break-up length of outer conical sheet 
even in the absence of inner spray is lower. Hence most of the 
experiments were conducted at lower range of (Ap)„. 

Figure 10 represents the variation of break-up length of outer 
conical sheet with the variation in (Ap), at a particular (Ap)„. 
It is observed that there is a considerable reduction in break-up 
length in lower range of (Ap), and also at higher (Ap), (near 
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merging stage). In an intermediate range of (Ap)i, the oscilla­
tion of the sheet is rather intense and therefore there is a spread 
of data as obtained from still photographs. As the outer conical 
sheet bends toward the inner sheet, the drops formed from the 
inner spray collide with the outer conical liquid sheet reducing 
its break-up length. As (Ap), increases the bending effect of 
outer liquid sheet, as well as the spread of inner liquid sheet, 
increases and makes the outer liquid sheet break at a shorter 
distance. 

Figure 11 represents the same influence as described above 
for different states of the outer conical sheet at conditions of 
the inner sheet just prior to merging. In effect, the break-up 
length of the outer conical sheet is very much affected near 
the merging point at lower injection pressure drop. At higher 
injection pressure drop of outer jet, the influence of inner sheet 
is not as high. 

Concluding Remarks 
Significant interaction between the conical liquid sheets from 

coaxial swirl injectors occurs before final break-up. Pressure 
variation caused by ejector effects of one affects the other. 
The coaxial liquid sheets exhibit hysteresis effects in terms 
of merging and separation while throttling is effected. This is 
attributable to surface tension effects, which however calls for 
further examination. Similarly jet break-up lengths also exhibit 
mutual influence. In the light of this study, data generated by 
separately testing core and annular jets differ considerably from 
actual combined operation especially at lower pressure drops. 
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Numerical Study of Viscous 
Flows Inside Partially Filled 
Spinning and Coning Cylinders 
This paper is concerned with the solution of the 3-D-Navier-Stokes equations describ­
ing the steady motion of a viscous fluid inside a partially filled spinning and coning 
cylinder. The cylinder contains either a single fluid of volume less than that of the 
cylinder or a central rod and a single fluid of combined volume (volume of the rod 
plus volume of the fluid) equal to that of the cylinder. The cylinder rotates about its 
axis at the spin rate u> and rotates about an axis that passes through its center of 
mass at the coning rate Q.. In practical applications, as in the analysis and design 
of liquid-filled projectiles, the parameter e = T sin 9, where r = Q,/UJ and 0 is the 
angle between spin axis and coning axis, is small. As a result, linearization of the 
Navier-Stokes equations with this parameter is possible. Here, the full and linearized 
Navier-Stokes equations are solved by a spectral collocation method to investigate 
the nonlinear effects on the moments caused by the motion of the fluid inside the 
cylinder. In this regard, it has been found that nonlinear effects are negligible for T 
» 0.1, which is of practical interest to the design of liquid-filled projectiles, and the 
solution of the linearized Navier-Stokes equations is adequate for such a case. How­
ever, as T increases, nonlinear effects increase, and become significant as e surpasses 
about 0.1. In such a case, the nonlinear problem must be solved. Complete details 
on how to solve such a problem is presented. 

1 Introduction 
Spin-stabilized liquid-filled projectiles are known to experi­

ence severe dynamical instabilities owing to the motion of their 
liquid payload. For cylinders completely filled with a single 
fluid we know two types of instabilities. One of the instabilities 
is caused by resonance with inertial waves at critical coning 
frequencies (ratio of the coning rate fi to the spin rate w) and is 
most pronounced for fluids of low viscosity, i.e., high Reynolds 
numbers. We define the Reynolds number as Re = uia^lv, 
where a is the radius of the cylinder and v is the kinematic 
viscosity of the fluid. This instability is known to depend 
strongly on the cylinder aspect ratio (ratio of the length 2c of 
the cylinder to its diameter 2a). For stable designs, the aspect 
ratio is properly chosen to avoid resonance for a given coning 
frequency. The other kind of instability is due to viscous stresses 
applied on the walls of the payload container and is most pro­
nounced for fluids of high viscosity, i.e., low to medium Reyn­
olds numbers, for a wide range of aspect ratios and coning 
frequencies. 

A number of approximations to solve for the fluid motion 
inside a completely filled cylinder have been devised for the 
purpose of understanding the causes of flight instabilities of 
liquid-filled projectiles. The boundary-layer approximation is 
the basis of the Stewartson-Wedemeyer theory (Stewartson, 
1959; Wedemeyer, 1966). Since this approximation is only 
valid for flows at sufficiently large Reynolds numbers, say Re 
= 1000, the theory is primarily suited to predict instability 
caused by inertial waves. Analysis based on the Navier-Stokes 
equations (Herbert and Li, 1990) shows, however, that reso­
nance with inertial waves may severely influence the liquid 
moments at Reynolds numbers as low as Re = 100. An improve­
ment to the Stewartson-Wedemeyer theory has been proposed 
by Kitchens, Gerber, and Sedney (KGS) (see for example Mur-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
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cal Editor: G. Karniadakis. 

phy et al., 1989). While the Stewartson-Wedemeyer theory uses 
the boundary layer approximation in both the radial and axial 
directions, the KGS method employs the boundary layer approx­
imation in the axial direction and solves the linearized Navier-
Stokes equations in the radial direction. 

The linearized Navier-Stokes equations when the coning 
angle is sufficiently smaU is the basis of the approach suggested 
by Hall, Sedney, and Gerber (HSG) (Hall et al., 1990). This 
approach expands velocity components and pressure in a series 
of products of complex trigonometric functions in axial direc­
tion and radial "eigenfunctions" that satisfy homogeneous 
boundary conditions at the side wall. The expansion coefficients 
of the series can be found from the boundary conditions at the 
end walls by collocation or least squares. 

Selmi, Li, and Herbert (SLH) (Selmi et al , 1992) have devel­
oped an alternative method to calculate the moments exerted 
by the liquid inside the cylinder from the linearized Navier-
Stokes equations. The SLH approach is based on the observation 
that when using a control volume analysis to calculate the mo­
ments, these moments depend essentially on the axial velocity. 
They have derived a single sixth-order partial differential equa­
tion for the axial velocity component and solved it by eigenfunc-
tion expansion. An extension of this approach to solve for the 
moments inside partially filled cylinders and cylinders con­
taining a central rod is given by Selmi and Herbert (1995). 

Although solving the linearized Navier-Stokes equations as 
done by Selmi and Herbert (1995) yielded fast numerical codes 
for the evaluation of the moments, these codes can handle only 
linear problems. Full Navier-Stokes equations, however, must 
be solved to know the effect of nonlinearities on these moments. 
In this paper, we solve the nonlinear problem by solving the 
full Navier-Stokes equations by a spectral collocation method 
to determine whether nonlinear effects are significant for flows 
in spinning and coning cylinders containing a partial fill or a 
central rod. Our main goal in studying the above flow configu­
rations is to gain insight and analytical capabilities for the design 
of stable configurations. While a central rod or partial fill may 
serve to intentionally change liquid moments and resonant fre­
quencies, partial fills are also frequent off-design products. 
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2 Governing Equations 
We consider the flow of an incompressible fluid of density 

p and viscosity n inside a cylinder of radius a and length 2c. 
The cylinder is rotating about its axis at the spin rate u and 
rotating about an axis that passes through its center of mass at 
the coning rate f2. We will consider two internal configurations 
that can be treated in a similar manner. In one configuration, 
the cylinder contains a central rod of radius QQ < a and the 
fluid completely fills the annulus bounded by the surface of the 
rod and the end and side walls of the cylinder. Thus the volume 
of the fluid and the volume of the rod equals the volume of the 
cylinder. In the second configuration the cylinder is partially 
filled with a fluid of fill radius Oo < a. We define the fiU radius 
as the radial distance from the center of the cylinder to the 
location of the free surface of the fluid that results under the 
influence of centrifugal forces when the cylinder is spinning 
about its axis and there is no coning motion. 

Another measure of the fluid quantity inside the cylinder is 
the fill ratio / defined as the ratio of the volume of the liquid 
Vi to the volume of the cylinder V. When the cylinder is spin­
ning and coning simultaneously, the fill radius, that we denote 
by af, is no longer constant, but varies with the axial and azi-
muthal directions. When the spinning rate is much larger than 
the coning rate, as in practical applications, the deviation of Uf 
from flo is small. In this study it is assumed that this is the case. 

We use Cartesian coordinates (x, y, z), where z is the spin 
axis and x is normal to z and coplanar with both the spin axis 
and the coning axis Z. The angle between spin axis and coning 
axis is denoted by 9, as shown in Fig. 1. We also use cylindrical 
coordinates (r, cj), z) where r is along the radial direction and 
(j) is along the azimuthal direction. The coning system (x, y, z) 
ov {r, cf>, z) rotates about the Z-axis of the inertial system (X, 
F, Z) at the coning rate H. The flow quantities are made dimen-
sionless by using p to scale mass, a to scale length, and u) to 
scale time. The problem then depends on the aspect ratio rj = 
a/c, the coning frequency r = Q/uj, the coning angle 6, the 
fiU radius rg = Oo/a (or the fill ratio / = V,/V), and the 
Reynolds number Re = LOO^IV, where v is the kinematic viscos­
ity. For a cylinder containing a partial fill, the dimensionless 
radial distance locating the free surface is rf = Ufla and is an 
unknown function of <̂  and z that needs to be determined. For 
convenience, we write r̂  = ro + ^(z, c^), where ^(z, 4>) is the 
radial deviation of the interface from the axisymmetric surface 
of radius rg. Moreover, we split the velocity field into a compo­
nent due to rigid-body rotation {re^, e^ being a unit vector in 

Fig. 1 Description of geometry 
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the azimuthal direction) and a deviation from rigid-body motion 
(v) . While we split the pressure according to 

P = \[{\ + T,)\P - rl) + r\l 

+ z^e^ -2rzT',T,] + p'', (1) 

where T,. = — e cos cj), T^ = e sin 4>, T^ = T COS d, and e = r 
sin d. The equations governing the velocity components v = 
{v,., v^, v j and pressure /?'' have been derived by Herbert 
(1985). They take the form 

D'Vr 

(rVr) H - 7 H = 0, 
r dr r dcp dz 

2(1 + T,)v^ + 2T^V^ 

(,2a) 

dp' 1 

dr Re 
' D ' \ - \ 

r 

D V^ H - 1 - 2 ( 1 - 1 - T^)Vr — 2TrV^ 
r 

\ dp'' 1 

r d(f) Re 

dp'' 
D'V^ + 2TrVd, - 2Tj,Vr = 2rTr + 

dz 

2 dv,i, 

r^ dcf) 

2 dv,.' 
r^ d4) 

Re 

{2b) 

(2c) 

where 

and 

^, d d d v,i, d d 
D' = — + + Vr— + — + Uj 

dt d(j) dr r dcj) dz 

dr^ r dr r^ d(j}^ dz' 

For a cylinder containing a central rod, Eqs. (2a) through {2d) 
are supplemented with the no-slip conditions at the end walls 
(z = ±>7), side wall (r = 1), and at the surface of the central 
rod (r = ro), namely. 

Vr = V^ 0. (3) 

While for a cylinder containing a partial fill, in addition to the 
no-slip conditions (3) appUed at the side wall (r = 1) and at 
the end waUs (z = ±r?), Eqs. {2a) through {2d) are supple­
mented with the conditions of vanishing stresses at the free 
surface interface. When the cylinder is only rotating about its 
axis (e = 0), the radial interface deviation ^ vanishes. More­
over, when e = 0, the governing equations admit the trivial 
solution V = 0 and p = 0, and since the forcing of the flow 
quantities are (9(e), then the velocity deviation from solid body 
rotation v and ^ are (9(e). Hence it is well justified for small e 
(and consequently small Q to linearize the free stress conditions 
at the interface with e. When this is done these conditions take 
the form 

. ^ + *^ = 0 
dr dz 

dr r d(t> 

(4a) 

{4b) 

2 dv, 1 
P + — V" = - [2ro^(l + T,)' + 2roZT,€ cos 4>]. (4c) 

Re dr 
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Table 1 Convergence of the moments for a cylinder con­
taining a coaxial rod at 17 = 4.368, r = 0.16667, 0 = 20°, rp 
= 0.2, and Re = 20 

Table 2 Convergence of the moments for a cylinder con­
taining a partial fill at r; = 4.368, T = 0.16667, 6 = 20°, i-„ 
= 0.2, and Re = 20 

K 

5 
7 
9 

11 
5 
7 
9 

11 

2L+ I 

3 
3 
3 
3 
5 
5 
5 
5 

M 

5 
1 
9 

11 
5 
7 
9 

11 

M, 

7.797500E-02 
7.816556E-02 
7.818229E-02 
7.818312E-02 
7.813800E-02 
7.833498E-02 
7.835370E-02 
7.835426E-02 

M, 

6.507513E-02 
6.526656E-02 
6.528047E-02 
6.527786E-02 
6.517547E-02 
6.534655E-02 
6.535958E-02 
6.535732E-02 

M, 

2.838058E-02 
2.844994E-02 
2.845603E-02 
2.845633E-02 
2.843991E-02 
2.851160E-02 
2.851841E-02 
2.851862E-02 

K 

5 
7 
9 

11 
5 
7 
9 

11 

2L + 1 

3 
3 
3 
3 
5 
5 
5 
5 

M 

5 
7 
9 

11 
5 
7 
9 

11 

M, 

8.159883E-02 
8.169305E-02 
8.162443E-02 
8.161829E-02 
8.188372E-02 
8.196267E-02 
8.188500E-02 
8.187803E-02 

M, 

7.683548E-02 
7.720829E-02 
7.721073E-02 
7.719745E-02 
7.691139E-02 
7.728367E-02 
7.729080E-02 
7.727703E-02 

M, 

2.969954E-02 
2.973384E-02 
2.970886E-02 
2.970663E-02 
2.980324E-02 
2.983197E-02 
2.980370E-02 
2.980117E-02 

From kinematics and for small C- C is related to the radial 
velocity by v,.{ra, 4>, z) = 5^/3<^, and this relation is used to 
eliminate ^ from the interface condition (4c) , 

dp" 2 a \ , 

dcj} Re drd(p 
roV,(l + T J ^ = -roZT^e sin 4>. (5) 

Equations (2a) through (2d) support the following symmet­
ries: if (D,, V^, V2,P'', Q is the solution at (r, </>, z), the solution 
at (r, (j) + n, -z) is (i)„ v^, -v^, p'', Q . These symmetries are 
exploited to save computational power. If we further linearize 
the governing equations with e, the continuity equation remains 
unchanged, while the steady-state momentum equations could 
be written in vector form as, 

ri J 

— \ + 2rTA -h 2T X V -F Vp'' V^v = 0 (6) 
d4> Re 

where ê  is a unit vector in the z direction, V is the gradient 
operator, V^ = D" is the Laplacian, and T = (0 , 0, 1 -I- T,). 
These equations support the additional symmetries: v ( r , <p + 
•K, z) = - v ( r , (f), z), p''(r, (j) + IT, z) = -p''(r, 4>, z), and 
(̂()f) + TT, z) = — '^((p, z)- Our ultimate objective is to compare 

the solution of the linear problem to that of the nonlinear prob­
lem for practical geometrical and flow parameters. 

3 Evaluation of Moments 

Our main objective is to calculate the moment induced by 
the liquid inside the cylinder. For convenience, we use the 
aeroballistic reference frame (x, y, z) to express the moment 
in terms of Cartesian components ( M „ My, M^). For small ^ , 
it can then be shown (Murphy, 1985; Murphy et al., 1989; 
Herbert and Li, 1990) that these components are related to the 
flow velocities by 

" - 2„.•;^^„,fl v,r^ COS 4>drdcl,dz, (la) 
J-„Jo J r„ 

Mx = 2 —(pw fl )cos 
I) w 0 >> r„ 

M, = M, tan 6, 

17? plTT /»1 

(lb) 

Mj = 2 — (pujV) cos 61 I I I v^r^ sin 4>drd4>dz 
U} J-T? Jo Jr„ 

H (pojV) sin 6 
77 ^2iT pi flrj /*27T pi 

J- , , Jo Jr„ 
v^r^drd(j)dz. (1 c) 

The above formulas are only valid for steady-state conditions 
as it is the case here. For unsteady flows, the reader is referred 
to the study by Li and Herbert (1991) for appropriate evaluation 
of the moments. 

If we represent the velocity field by the Fourier series 

then it is evident from the expressions of the moments, upon 
performing the integrations over 4>, that we need only to con­
sider the Fourier components W\ and VQ. If the flow quantities 
are expanded in powers of e, it becomes obvious that w^ is 
6(e) (since the forcing term in the equations of ©(e) is simply 
periodic) and Vo is O(e^). Sine Uo is 6(e^) it cannot be deter­
mined by simply solving the linear Navier-Stokes equations of 
6(e). 

4 Discussion 

Details of how to discretize the governing equations along 
with the boundary conditions using the spectral collocation 
method for both configurations are given in the Appendix. The 
nonlinear system resulting from the discretization is solved iter-
atively, and requires a guessed solution to start the iteration. In 
the first step, the linear algebraic system resulting from linear­
ization of the governing equations in e (Eqs. ( 6 ) ) is solved by 
Gauss elimination. Subsequently, the nonlinear problem is 
solved iteratively by the modified Newton's method. For each 
iteration step, the nonlinear terms are evaluated using the solu­
tion at the previous step. This modifies only the right-hand side 
of the linear system solved in the first step and, consequently, 
the whole iteration process is equivalent to solving a linear 
system with different right-hand sides. This approach is compu­
tationally less expensive than that of Newton-Raphson iteration 
where each step requires solving a new algebraic system of 
relatively large size to obtain the corrections to the previous 
approximations. However, the modified Newton's method 
sometimes does not lead to a converging solution especially 
when nonlinear effects are strong. When this happens, the New­
ton-Raphson method is utilized instead. Therefore three codes 
based on the spectral collocation techniques discussed in the 
Appendix have been written; one solves only the linear system, 
the second reads a guessed solution and solves for the nonlinear 
solution using the modified Newton 's method, and the third 
reads a guessed solution and solves for the nonlinear solution 
using the Newton-Raphson method. 
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Fig. 2 Dimensionless yaw moment versus dimensionless fill radius for 
a cylinder containing a central rod at r = 0 .1 , i j = 4.5 and 0 = 2 deg. 
Comparison of the linear results (solid lines) and nonlinear results (cir­
cles) . 
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Fig. 3 Dimensionless pitch moment versus dimensionless fill radius for 
a partially filled cylinder at T = 0.1, t) = 4.5 and 6 = 2 deg. Comparison 
of the linear results (solid lines) and nonlinear results (circles). 

The spectral collocation codes that we have written are opera­
tional for Reynolds numbers up to Re = 1000. The code based 
on the modified Newton's method requires about 87 seconds 
CPU time on a Cray YM-P/864 for resolutions of 11 X 11 X 
5 polynomials in the r,z, and </> directions, respectively. Beyond 
this resolution, which is needed for flows at Reynolds number 
above 1000 and especially at parameters leading to resonance, 
the code becomes relatively expensive not in terms of CPU 
time but in terms of memory requirement. Tables 1 and 2 show 
the convergence of the moments as calculated by Eqs. (7) for 
different resolutions. We can see from these tables that we 
achieve at least 5 digits of accuracy with resolutions of 11 X 
1 1 X 5 polynomials in the r, z, and (̂  directions, respectively. 

5 Results 

We have used the control volume expressions presented in 
Section 3 to calculate the moments exerted by the liquid payload 
on the walls of the cylinder. Figures 2 and 3 present the variation 
of the dimensionless yaw moment (MJ(puj^a^)) and dimen­
sionless pitch moment (My/ipojV)) with the dimensionless 
fill radius r^ for different Reynolds numbers and for an aspect 
ratio of ?7 = 4.5, a coning frequency of r = 0.1, and coning 
angle of S = 2 deg. The aspect ratio and coning frequency 
chosen are typical of what is recorded in flight for liquid-filled 
projectiles (Miller, 1991). The coning angle, however, was 
chosen so small for the sake of determining if there are any 
nonlinear effects on the moments at small coning angles. The 
figures compare the nonlinear results (shown as circles) with 
the linear ones (shown as solid lines). As can be seen, these 
figures indicate no difference in both results even for the pitch 
moment which requires the mean of the azimuthal velocity DQ 
(which cannot be determined from linear analysis) and the 
fundamental of the axial velocity wi (which can be determined 
from linear analysis). 

We have also computed the moments at the same coning 
frequency and aspect ratio as the above results, but at high 

0.005 t 
0.000 

Fig. 4 Dimensionless pitch moment versus dimensionless fill radius for 
a cylinder containing a central rod at T = 0.1, r) == 4.5 and 0 = 20 deg. 
Comparison of the linear results (solid lines) and nonlinear results (cir­
cles). 

Fig. 5 Dimensionless yaw moment versus dimensionless fill radius for 
a cylinder containing a central rod at Re = 450, T = 0 . 1 1 1 1 , ) ) = 3 and 8 
= 2 deg. Comparison of the results with those of IMurphy et al. obtained 
by the KGS method and those of Selmi obtained by the SLH method. 

coning angle, 6 = 20 deg. The results show no nonlinear effects 
on the yaw moment (M^) and roll moment (M^) for fill radii 
not too close to that causing resonance with inertial waves and 
a negligible effect for fill radii close to that causing resonance 
with inertial waves. A detailed discussion of resonance is given 
by Selmi and Herbert (1995). There is, however, a slight non­
linear effect on the pitch moment My as can be seen from Fig. 
4. This effect is seen for any fill radius and it is due to the 
contribution of the mean component of the azimuthal velocity. 
Nevertheless, this effect is insignificant for all engineering prac­
tices. The difference between linear and nonlinear results does 
not surpass 2 percent. 

Figure 5 compares our results with those obtained by Selmi 
(1991) using the SLH method of Selmi et al. (1992) and those 
obtained by Murphy et al. (1989) using the KGS method. The 
slight discrepancy between our linear results and the linear re­
sults of Selmi (1991) is due to difference in resolution with the 
eigenfunction approach being the most accurate since a large 
number of eigenfunctions are used in the SLH expansion as 
compared to the number of Chebyshev polynomials used here. 
In this study, we have used 1 1 x 1 1 Chebyshev polynomials 
in r and z and 5 Fourier functions in </>. In the eigenfunction 
approach as many as 120 eigenfunctions in z are used as it 
does not require intensive CPU time since it converts the three-
dimensional problem into a one-dimensional one. The slight 
discrepancy between our results and the linear results of Murphy 
et al. is probably due to the boundary layer approximation used 
in the KGS method. 

All of the above moments have been computed for relatively 
small coning frequencies ( r « 0.1) which are of practical inter­
est in the case of flights of liquid-filled projectiles. However, 
our method can handle the computation of moments at higher 
values of the coning frequency. Figures 6 and 7 show the yaw 
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nonlinear results 

0.10 0.15 0.20 0.25 0.30 

Coning frequency, i 
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Fig. 6 Dimensionless yaw moment versus coning frequency for a cylin­
der containing a central rod at Re = 500, q = 4.368, 0 == 20 deg, and ro 
= 0.2. Comparison of the linear results (---) and nonlinear results (—). 
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Fig. 7 DImensionless pitch moment versus coning frequency for a cylin­
der containing a central rod at Re = 500, i) = 4.368, 8 = 20 deg, and ro 
= 0.2. Comparison of the linear results (---) and nonlinear results (—). 

and pitch moments versus the coning frequency respectively 
for a cylinder containing a coaxial rod. As can be seen from 
the figures and as it is expected nonlinear effects increase as 
the coning frequency increases. For the case depicted in both 
figures, we see that the moments computed using nonlinear 
analysis start to deviate significantly from those computed using 
linear analysis as the coning frequency surpasses about 0.3. 

6 Conclusions 
We have described in details how to solve the steady three-

dimensional Navier-Stokes equations describing the motion of 
a liquid inside a spinning and coning cylinder containing a 
partial fill or a central rod at arbitrary Reynolds number, coning 
frequency, coning angle, and fill ratio by the spectral collocation 
technique. We have also presented how to calculate the mo­
ments caused by the liquid inside the cylinder. 

The spectral collocation codes which solve the three-dimen­
sional Navier-Stokes equations have shed some lights into how 
significant nonlinear effects are on the moments for Reynolds 
numbers up to 1000 and for flight parameters of practical inter­
est (r « 0.1). In this regard, it was found that for small coning 
angles, there is no effect at all. However, as the coning angle 
increases there is a small effect on the Roll and Yaw moments 
near resonance and there is a small effect on the pitch moment 
which is due to the contribution of the mean of the azimuthal 
velocity. Nevertheless, this effect is negligible from the view­
point of engineering design and analysis. It has also been found 
that as r increases, nonlinear effects increase, and they become 
significant as e surpasses 0.1. 
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A S o l u t i o n P r o c e d u r e 
For convenience, we treat both configurations simultaneously 

by introducing the parameter a, where a = 0 is used in case 
of a cylinder with a central rod and a = 1 is used in case of a 
partially filled cylinder. We approximate the flow quantities by 

K+a-1 L M-\ 

Vr = 1, ^ 1. UklmRkif) COS il<l))Z''^iz/v) 
k=0 /-O m-0 

K+a- 1 i M - 1 

+ I 1 1 ak,„Rt(n Sin (l(l>)Z"„iz/v) (9) 
k=0 1=1 m=0 

and similar expressions for v^,v^, andp'', where r = {2r - \ 
- ro)/(l - ro) is an algebraic mapping that maps the radial 
domain [ro, 1] into the interval [ -1 , 1], Rf(r) and 
Zmiz/r]), with P = u,v, w, or p, are linear combinations of 
Chebyshev polynomials suitably chosen for each flow configu­
ration to satisfy both symmetry and boundary conditions. If T„ 
denotes a Chebyshev polynomial of order m, these functions 
are 

^ ml I — ^ m 

Z w 
m 

TimM - \ - TiA - 1 , if / is even, 

^lm+^\ - j - Tz^+ii - ) , if / is odd, 

TimM - j - T2J - ) , if / is odd. 

T2m+i[ - I - T2„,+tl - ) , if Hs even. 

(10) 

(11) 

Rt(r) = Run = Run 
Tk+iii") — Tkif), for the rod case, 

Tk+i{f) - Tk{f), for partial fill case, 
z^ 

7 p 

if I is even. 

T2m+i\-], i fHsodd, 

Ran = Tk(f)-

(12) 

(13) 

(14) 
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All these expansion functions satisfy all boundary conditions 
implicitly except for the case of partial fill. For this case, expan­
sion (12) does not allow satisfying the interface conditions 
implicitly. They are satisfied explicitly and that's why in series 
(9) one extra expansion function in the radial direction is as­
sumed for the partial fill case. When series (9) are substituted 
into the governing Eqs. (2) and the resulting equations are 
satisfied at the collocation points, 

' ' * , <!>!• 

2k + I , / 
= I c o s TT, 2TT • 

2K 2L + 1 

2OT -I- 1 
cos 7r 

4M 
(15) 

where /fe = 0, 1, 2, . . . , if - 1, / = 1, 2, . . . , 2L -F 1, and m 
= 0, 1, 2 , . . . , M - 1, a system of nonlinear algebraic equations 
for the 4 • (A" -I- a ) • (2L -I- 1) • M unknown expansion coeffi­
cients results. This system of equations can be written as 

f (C) = 0, (16) 

where f is a vector function representing the governing equa­
tions at the collocation points and C is a vector whose entries 
are the expansion coefficients. Since this system is nonlinear, it 
must be solved iteratively. If C"''' denotes a known approximate 
solution, then a closer solution to the right one, C"""", could be 
obtained by Newton-Raphson iteration, 

= C"'" - 7 - ' f ( C ° ' ' ' ) , (17) 

where J is the Jacobian of the system. Of course it is not needed 
that / be inverted, but a correction, 6C, to the old solution is 
found first by solving the linear system. 

J6C = - f ( C ° " ' ) , (18) 

then, the new solution is formed as follows: C"''" = C"'" + 6C. 
The iteration is repeated till the new solution becomes the same 
as the old one within a small prescribed error. This method 
requires solving a new system in each iteration and could be 
quite expensive. A less expensive method is the modified New­
ton's method. If we let 

C = C + SC, (19) 

where C is a known solution, and substitute it into Eq. (16), 
the following system results 

JSC = - f ( C ) + g(<5C) (20) 

where g is a nonlinear vector function of (6C). The above 
system is also solved iteratively. In the first step, the nonlinear 
terms are neglected, that is we solve 

36C° =-{{€) (21) 

for ^C" which is a first guess for ^C. In the subsequent steps, 
if the superscript / denotes the ;th iteration, we solve 

JSC = - f ( C ) -f-^(<5C'"'). (22) 

The iteration is stopped when SC becomes within a small error 
o f^C '^ ' . 

The above analysis could be quite confusing as far as how 
to generate the discrete system and how to solve it. A simpler 
way to understand this is as follows. We split the flow variables 
as 

Vr= U + U, V^=V+V, 

v^=W+W, p'' = P + P, (23) 

where tJ, V, W, and P represent a known approximate solution. 
This could be an exact solution at a different Reynolds number 
than the desired one. The purpose now is to solve for the correc­
tion variables U, V, W, and P. We substitute Eqs. (23) into 
the governing Eqs. (2) and expand U, V, W, and P in series 
as in expansion (9). If the resulting equations are satisfied at 
the collocation points (15) and the expansion coefficients are 
stored in the vector 6C, we obtain the system of Eqs. (20). 
Now if the nonlinear terms are neglected and the approximate 
solution (represented by U, V, W, and P or C) is updated during 
each iteration, the Jacobian changes and a linear system is 
solved for the corrections U, V, W, and P or 6C during each 
iteration. This method is known as the Newton-Raphson's 
method. If, however, the nonlinear terms are kept and the origi­
nal approximate solution is kept unchanged during each itera­
tion, the Jacobian does not change and a linear system is solved 
once and only the right hand side of the system changes during 
each iteration. This method is known as the modified Newton's 
method. 
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Friction Factor In Sine-Pipe Flow 
Measurements of pressure losses in a sine-waved hydraulically smooth pipe, having 
a centerline described by the formula y = h sin (I-KX/X), are presented. The effect 
of the dimensionless wave-length (k/d) and amplitude (h/d) on the Darcy friction 
factor was investigated in the range of the Reynolds number from about 100 to 
10 000, and in the ranges of wavelength from \/d = 17.7 to 150 and amplitude from 
h/d = 7.5 to 32. The Dean number, based on the minimum radius of the sine-waved 
centerline curvature, below which the influence of the sine-pipe shape in comparison 
to the straight tube was not seen is De s ~20. A smooth transition from laminar to 
turbulent region in the friction factor versus Reynolds number plot was observed. In 
turbulent region the effect of the sine-pipe shape can be neglected for \/d s 1.36*h/ 
d + 36.2. 

Introduction 
The sine-waved pipe can be one of the most efficient tube 

shapes used in many heat transfer equipment because of the 
more vigorous mixing of fluid provided by the alternating bends 
than, for example, in coiled pipes (Shimizu et a l , 1982) and a 
good relaxation of possible thermal stresses. This tube configu­
ration should find wider application when the fluid and heat 
flow characteristics are known and the optimization of the tube 
geometry is possible. At present, the sine-waved tubes are used, 
for example, in shell-and-tube heat exchangers for domestic and 
industrial water heating systems, in floor heating systems and 
in plate solar collectors. 

Flows in helical coils and in single bends of the pipe of 
circular cross-section are well recognized (for example: Ward-
Smith, 1980; Berger and Talbot, 1983; Ito, 1987). Fluid in the 
central part of the pipe having higher velocity is subjected to a 
larger centrifugal force than the slower fluid at the pipe walls. 
This causes the fluid to move outward from a central region of 
the pipe towards the side walls producing a secondary flow 
imposed on the main axial flow which is seen as a counter-
rotating helical vortex pair (originally described by Dean, 
1927). For flow in a single bend, for example in a 90 deg bend 
having a curvature ratio (ratio of centerline curvature radius to 
the tube radius) lower than IRJd = 3, a separation and reversed 
flow can occur. Strong influence of the single bend curvature 
on the pressure difference between outer and inner walls appears 
about two diameters upstream and exists about three diameters 
downstream from the bend (Ito, 1960). One can expect that 
the velocity profile distorted by the bend will be observed for 
much longer downstream distance. Flow in a wavy pipe ap­
proaching a consecutive bend (sine crest) will be much more 
complex. Pressure losses of the flow in a sine-wavy pipe will 
be a result of the very complex velocity gradient distribution 
and friction at the pipe wall and of the dissipation of energy of 
the vortex pair produced by each consecutive bend. The only 
data concerning pressure drop in a sine pipe flow (only at h/d 
= 10) were reported by Abou-Arab et al. (1991). 

In our paper, the results of measurements of pressure losses 
in a sine-wavy pipe flow are presented for a wide range of 
the two nondimensional geometrical parameters (i.e., h/d-sine-
wave amplitude and X./(i-sine-wavelength) and of the Reynolds 
number. 

Experimental Setup 
Pressure losses in a sine-wavy pipe flow were measured using 

the set up shown schematically in Fig. 1. Constant pressure 
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before the test section assured a constant flow rate during each 
run when a flow rate, pressure loss, and temperature were re­
corded. A fully developed pipe velocity profile at the entrance 
to the test section was obtained with the developing section of 
the lOOd long straight pipe. For the developing and test sections 
a high quality thick-walled plastic pipe of 5.66 mm in diameter 
was used. A precise determination of the internal diameter of 
the test section plastic pipe was achieved by weighing the mass 
of water filling the pipe of known length. The length of the 
pipe of the test section was 5 m. The centerline of the sine-
waved pipe was determined by the formula y = h* sin (2nx/ 
\). The sine-waved pipe projected contour was traced on the 
soft flat plywood plate with the two rows of a number of guiding 
pins and then the plastic pipe was inserted in between. At small 
curvature radius (close to 7.RJd = 3) some deformation of the 
circular cross-section of the pipe was compensated by pressing 
the pipe bends to the plate with semicircular clamps. 

Water mass flow rate was measured with a weight technique 
using two electronic precise scales of 3.5 and 20 kg in range. 
Pressure losses were measured with 1 m long mercury and 2.5 
m long water U-tube manometers, and for very low pressure 
losses a U-tube water manometer was inclined at a ratio 1:10. 
It was important to keep the temperature of water in U-tube 
manometer, in both pressure impulse plastic pipes and in the 
test section, on the same level. To reduce the entry and exit 
effects the pressure taps were located in the side plane wall of 
the sine-waved pipe. The upstream pressure tap was located at 
the distance 3d before the first bend. Flow rate of water was 
controlled with the upstream and downstream valves to obtain 
a stable flow. 

Before the main measurements were started a calibration test 
was executed with the 5 m long straight test section pipe. A 
very good agreement of the measured pressure losses with the 
theoretical solution based on the Hagen-Poiseuille law (/, = 
64/Re) in a laminar region and with the formula of Blassius 
if = 0.3164/Re''^^) in turbulent region valid for a hydraulically 
smooth pipe has been observed (Fig. 2) . A laminar-turbulent 
transition was located at the Reynolds number Re = 4000 sug­
gesting relatively calm flow conditions at the inlet to the test 
section despite the upstream control valve disturbances. Density 
and viscosity of water were determined with the formulas pro­
vided by Gluck (1986). Due to a precise instrumentation and 
techniques employed a high accuracy of each experimental 
point was achieved (except some measurements at very low 
flow rates). The maximum overall uncertainties based on the 
single sample analysis (e.g., Moffat, 1988) in measurements of 
the friction factor f were ±4.5 percent at the Re = 100, ±2.5 
percent at the Re = 300 and below ±1.5 percent at the Re a 
1000 with 95 percent certainty. These values were dominated 
by the errors associated with the pressure measurements. The 
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uncertainty in determination of the Re number was ±0.6 percent 
with 95 percent certainty. 

The lowest number of bends of the sine-waved pipe test 
section in some cases was about 10 (see Table 1). In these 
cases the distances between the points of the minimum curva­
ture radius were relatively long (about 90d) and the pressure 
drops on the first, second and subsequent bends were very close. 
In the remaining cases due to the larger number of bends these 
differences did not introduce significant errors. Therefore we 
may say that the obtained results represent the data valid for 
the periodically developed flow in the sine-waved pipe. 

Results and Discussion 
A map of 17 geometrical configurations for which a series 

of measurements of pressure losses versus flow rate were per­
formed, is shown in Fig. 3. A general strategy of the distribution 
of the geometrical parameters of the sine-wave pipe was to 
cover the practical area of application as well to find the limits of 
the effect of the sine-wave curvature. There are no experimental 
points at high amplitude and low wavelength because it was 
rather difficult to produce pipe bends having a curvature ratio 
below 2RJd = ~ 3 . 
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Total pressure losses for a sine-wavy pipe flow are presented 
in a form of the Darcy friction factor versus Reynolds number 
/„ = / (Re) in Figs. 4 and 5 where the effects of the wave 

N o m e n c l a t u r e 

d = diameter of 
tube 

De = R&(d/2R,)"^ = Dean number 
/ = AP/i0.5*V^pL/d) = Darcy friction 

factor 
h = sine-wave 

amplitude 

L - length of tube 
AP = pressure losses 

Re — {\l2'n:)^lh — minimum radius of 
the sine-wave curva­
ture 

Re = U*d/v = Reynolds number 

U = mean velocity 
\ = sine-wave length 
p = density of water 
f = kinematic viscosity of water 
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Fig. 5 Friction factor as a function of Reynolds number at \./d = const (effect of h/d) 

amplitude h/d and wavelength {\Jd) as parameters are shown, 
respectively. All these data do not show an abrupt laminar to 
turbulent transition. A similar behavior of the friction factor 
against Reynolds number was found in the helical pipe flow 
(Wojtkowiak and Popiel, 1995). It is known that curvature of 
the helical pipe increases the critical Reynolds number. In our 
case one can expect more complex mixing and rather early 
laminar to turbulent transition. But it is not precisely clear when 
and how a laminar counter-rotating vortex flow in a helical or 
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sine-waved pipe changes into another flow pattern as the Reyn­
olds number increases to the turbulent flow regime. 

Similar lack of clarity was mentioned by Cheng and Yuen 
(1987) in their experimental study of the flow in a 180 deg 
pipe bend. From the smooth laminar-turbulent flow transition 
displayed by the friction factor when plotted versus Reynolds 
(or Dean) number it was concluded that in the elongated transi­
tion region the laminar counter-rotating vortex pair is gradually 
replaced by a well-mixed turbulent flow. Closer comparison of 
all data at constant h/d or \/d (Figs. 4 and 5) shows that the 
friction factor depends on two parameters describing a sine-
centerline and none of them can be overlooked as was done by 
Abou-Arb et al. (1991) who performed measurements at h/d 
= 10 only. The best agreement of our data with the results of 
Abou-Arab et al. was obtained using results taken from their 
Figs. 7 and 8 and what is shown in our Fig. 6 for \/d = 33.45 
and h/d = 10. In laminar region, an inclination line of their 
results sUghtly differs from the trend of our results, in turbulent 
region their results are lower by about 15 percent. It seems that 
there are some discrepancies between the data of Abou-Arab et 
al. shown in their Fig. 5 and in the formula for laminar case, 
and the rest of their results. 

In the straight tube turbulent flow region the effect of the 
sine-waved pipe curvature on the friction factor can be neglected 
for some geometrical configurations (Fig. 3), for instance, at 
h/d = 2.65 for \/d > - 4 0 , at h/d = 18 for X/d ^ - 6 0 , and 
at h/d = 32 for \/d > - 8 0 , i.e., at 

\/d s 36.2 + I36*h/d 

In the laminar region this effect vanishes below the Dean num­
ber De = —20 for all tested geometrical parameters, as shown 
clearly in Fig. 7. 
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In Fig. 6, the experimental data for \ld = 33.45 are presented 
in a form of the modified friction factor versus a modified Dean 
number (after Ito, 1987): 

f*(2RJd) =/[Re*(rf/2/?J^] 

At higher values of Re*((i/2^J^ data have a tendency to follow 
one line. However, it is not easy to correlate all the data with 
a single formula for all values of \ld. 

Concluding Remarks 
The Darcy friction factor versus Reynolds number plot for a 

sine-waved pipe flow shows a smooth transition from the lami­
nar to the turbulent regime. In this elongated transition region 
presumable the effect of the counter-rotating laminar vortex 
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Fig. 7 Normalized friction factor versus modified Dean number at 
\ / d = const. 

pair on the pressure losses is gradually replaced by the growing 
turbulent mixing as the Reynolds number is increased. 

The effect of the sine-wavy pipe curvature vanishes below 
the Dean number De = ~20 for all tested geometrical configu­
rations. In the turbulent region the effect of the sine-wavy shape 
can also be neglected for \ld > 1.36*h/d + 36.2. 
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Table 1 Geometrical parameters of the investigated sine-
waved pipe (L = 5 m, d = 5.66 mm) 

h/d 

1.5 
1.76 
2.65 
2.65 
2.65 
2.65 
2.65 
2.65 
5.3 
5.3 

10 
18 
18 
18 

\Jd 

33.45 
17.67 
17.67 
25.6 
33.45 
50 

100 
150 

17.67 
33.45 
33.45 
33.45 

100 
150 

2RJd 

37.8 
9.00 
5.97 

12.57 
21.4 
47.9 

191 
430 

2.93 
10.7 
5,67 
3.15 

28.1 
63.3 

No. of bends 

51 
92.4 
84 
63.7 
50 
34.7 
17.5 
11.6 
62 
44 
32.5 
21.9 
14 
10.43 
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Lift and Drag Distributions of 
Yacht Sails Using Wake Surveys 
The theory and numerical methods used to determine the lift and drag of a yacht 
model from wind-tunnel wake measurements are discussed. The results from wake 
surveys taken downstream of a l/40th scale lACC model yacht are presented. The 
lift and drag distributions are given as well as plots of the total pressure loss, 
vorticity, and stream-function, which are helpful in understanding the flow structure. 

Introduction 
Computer models which predict the performance of yachts 

at the design stage are widely used by modern yacht designers. 
Given the heading of the yacht relative to the wind and the 
wind speed, these models balance the hydrodynamic and aero­
dynamic forces and moments acting on the hull and sails in 
order to predict the hull speed (a good survey of this field is 
given by Larsson, 1990). An essential prerequisite for this pro­
cess is a reUable model for the sail aerodynamics, which is 
capable of predicting the lift, drag, and moment of multiple 
interacting sails of any planform at any heel angle and over a 
range of angles of attack from 0 to 180 degrees. In addition, 
any sail while in use may have its camber altered from 5 to 20 
percent, and its geometric twist over the span varied from 15 
to 30 degrees. This is obviously a very demanding task, and 
the key to the development of suitable models is an understand­
ing both of the nature of the flow over yacht sails and of the 
way in which this is affected by changes in sail shape. While 
it is possible to measure the total forces and moments on a set 
of sails it is far more difficult to make direct measurements of 
the distribution of the lift and drag over the span, and this is 
also a serious obstacle to the caUbration of the numerical meth­
ods needed to provide a better understanding of the effect of sail 
shape on performance. The difficulty arises because pressure 
measurements must be made without interfering either with the 
flow or the flexibility of the sails, and this is very difficult to 
achieve on a model. 

One way to determine the distribution of lift and drag along 
the span, and to break down the components of drag into in­
duced drag and profile drag, is to infer them from measurements 
made in the wake of the sails. This technique is well established 
in the testing of lifting surfaces (Brune, 1994) and has been 
widely used in developing an understanding of the drag of 
bluff bodies such as vehicles (Ahmed et al., 1984). This paper 
investigates the use of this technique for yacht sails, and pre­
sents some typical results. 

Wake surveys were carried out downstream of a model yacht 
that was mounted in an open-jet, slotted-wall, wind-tunnel. The 
velocity components and total pressure loss in the wake were 
measured using a 5-hole pressure probe that was moved over 
the wake plane using a 2-D traversing rig. The theory used to 
determine the lift and drag distributions from the experimental 
wake measurements is discussed, and sail test results from a 1 / 
40th scale I.A.C.C. (International Americas Cup Class) model 
yacht are presented. The structure of the flow in the wake is of 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
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particular interest, and shows quite clearly the sources of the 
various kinds of drag. 

The yacht sail problem is further complicated by the increase 
in true wind speed with height over the water, which causes 
the apparent wind speed and direction for the sails to vary along 
the span of the mast. This causes difficulties in applying the 
ideas of classical aerodynamics, including the wake theory out­
lined below. It also means that wind-tunnel testing cannot simu­
late the true flow conditions unless the same incident twist and 
shear are modeled, but while the simulation of incident shear 
is well established the modeling of incident twist is far more 
difficult in a wind-tunnel. For these reasons, the tests reported 
here were done in a uniform flow. 

Drag From Wake Measurements 

Wake integration procedures are now used routinely for the 
determination of lift and drag forces acting on a body in a wind-
tunnel. The necessary relationships are derived by applying the 
momentum equation to a control volume made up, as shown in 
Fig. 1, of transverse planes of area A upstream and downstream 
of the body and an intervening tube that is taken to lie just 
inside the wind-tunnel walls (the effect of the slotted walls 
used here is considered later). In the streamwise direction this 
equation gives the body drag in incompressible flow as 

JA 
{Po- p + pUl - pu^)dA (1) 

where the integration is taken over the downstream plane, and 
the upstream plane is sufficiently removed that free-stream con­
ditions apply (as indicated by the zero subscript). Introducing 
the total pressure, P = p + (p/2)(«^ -F u^ 4- w^), this becomes 

D L''" P)dA + 
2h 

{Ul - u'-)dA 

f iv' 
J A 

+ w^)dA (2) 

Betz (1925) and Maskell (1972) made significant contributions 
towards the evaluation and understanding of the second term, 
using an idea best expressed by splitting the downstream axial 
velocity into three components as shown in Fig. 2; 

u = U„ + u„ — u„ (3) 

the in viscid region outside the wake (regarded as extending 
through the wake), and u„ is the reduction in velocity in the 
wake due to viscous effects. The sum U* = U^ -\- Up may also 
be regarded as the fictitious axial velocity needed in the wake 
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area=A 

viscous 
wake, W 

Fig. 1 Control volume, with yacht model and wake 

to restore the total pressure there to its upstream value (the 
concept due to Betz). If there is no flux through the side surfaces 
S of the control volume, conservation of mass requires the 
downstream flux of « through the area A to equal the upstream 
flux of Uo through the same area, and this in turn implies that 
the fluxes of Up and M„ must be equal. It is then not difficult to 
show that the drag may be written as the sum 

D = D, + D, + £>3 + D4 

where 

«, = / {P,-P)dA, D2 = I uldA, 
JA 

£>3 = - f u,(2up - u,)dA D^ = - \ {v^ + w^)dA. (4) 
2 Jw 2 JA 

Here the area W is that part of the downstream plane which is 
intercepted by the viscous wake, as shown in Fig. 1, as by 
definition it is only here that «„ and P„ — P are nonzero. 

This gives a complete set of equations which enables the 
drag to be calculated from measurements across a wake plane 
of the total and static pressures and the three components of 
velocity. It is clear that Dt and D3 are due to viscous effects 
and must be related to profile drag, while D4 is due to crossflow 
in the wake and must be related to vortex drag. The significance 
of D2 was demonstrated by Wu et al. (1979), who first wrote 
the crossflow integral D4 in terms of the stream function t/f 
and potential <l> for the two-dimensional flow in the transverse 
downstream plane associated with the axial vorticity ^ and dila­
tation / . The governing equations for i// and cj) are 

5^1/' d^ip dv dw 

dy^ dz^ dz dy 

dy' '^ dz'~ ^~ dy^ "-

dw 
(5) 

It follows that 

, = # + £^, ^ = _ ^ + ^ (6) 
dz dy dy dz 

which may be used with the divergence theorem to rewrite D4 
as 

D4 = D, + De 

where 

D5 = - \ HdA - - I ipVjdA 
2 Jw 2 Jc 

D, 'd*"^^\ I (i>\)i^dA (7) 

and Vj, % are the tangential and normal velocities around the 
boundary of the downstream plane. If C corresponds to the solid 
wall of a wind tunnel then the contour integrals vanish, but as 
here the tunnel has a slotted wall they are retained and calculated 
as described below. Equations (4) and (7) together form the 
Hackett and Sugavanam (1984) "gross" form for the drag, 
which is valid in near wakes as no approximations have been 
made. 

In the case of a potential flow with no trailing vorticity the 
total drag must vanish. In these circumstances it is also clear 
that all terms except Z>2 and D(, must be zero, so that these terms 
must then be complementary. D2 is therefore the drag due to 
the axial flow associated with source-like disturbances while 
Dis is the drag due to the corresponding crossflow, and these 
must be equal and opposite. In a real flow therefore, D, -I- D3 
are directly associated with viscosity and may be combined to 
form the profile drag, while D5 arises from trailing vorticity and 
is therefore the vortex drag. The evaluation of all three of these 
terms requires measurements over the wake only. The remaining 
D2 + D(, is the drag associated with apparent sources in the 
flow, and requires measurements over the whole downstream 
plane. 

As noted at the start of this section, this analysis applies to 
a control volume in which there is no flux across the sidewalls. 
However, the measurements described below were made in a 
slotted-wall tunnel in which this condition cannot be guaranteed, 
and so further contributions to the conservation equations for 
mass and momentum have to be admitted. It is quite straightfor­
ward to show that these two equations lead to an additional 
component in the drag 

Dv = J/"' ,%afA 

where S is the side surface of the control volume (the tunnel 
walls) and VN as before is the velocity normal to this surface. 
Since the function of slotted walls is to minimize the effect of 
tunnel walls on the flow, a properly designed tunnel should 
result in a negligible value for D^ and indeed this tunnel has 
been optimised to give low blockage effects on the drag of bluff 
bodies (a recent summary of slotted-wall testing for bluff bodies 
is given by Mokry, 1995). 

Although D^ has not been measured here several remarks 
may be made regarding its likely magnitude. First, for a source-

Nomencla tu re 

p, P = local static and total pres­
sures 

u,v,w = local components of veloc­
ity 

p = air density 
b - reference length, mast 

height = 0.83 m 
Uo, qo,Po = incident mean speed, dy­

namic, and total pressures 

L, D = lift (parallel to the wind tunnel Wake Section Properties; 
floor) and drag 

Ci, CD = overall force coefficients, using 
sailplan area as reference 

C(, Crf = sectional force coefficients, us­
ing local total sail chord as ref­
erence 

^,f= axial vorticity and apparent 
source density of the crossflow 

ip, 4) = streamfunction and potential of 
the crossflow 

Up = increase in axial speed due to 
potential flow effects of body and 
wake 

u„ = decrease in axial speed due to 
viscous effects 
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like disturbance Up will be antisymmetric upstream and down­
stream of the source while % will be symmetric, so that an 
integral for D^ extending both upstream and downstream of the 
body should be small. Similarly, a transverse vortex (a lifting-
line) will also produce symmetric and antisymmetric velocity 
components, while a trailing vortex will produce no Up compo­
nents at all. Second, Hackett and Sugavanam (1985) point out 
that the D2 + D^ contribution from apparent sources is usually 
found to be a small fraction of the drag, even for bluff bodies, 
and is also difficult to determine accurately because the pertur­
bations outside the wake are so small. Since here the thin sails 
can only have small displacement effects even close to the sails, 
source-like contributions to Up and VN on the boundary S must 
be very small indeed. Our approach is therefore to ignore D^ 
entirely and to define the vortex drag as simply being the total 
Ds + D2 + De and the profile drag as D, + O3. 

A further contribution to the drag may arise from fluctuating 
components of velocity—this is readily seen in Eq. (2) , where 
a time-average of fluctuating velocities will leave residual Reyn­
olds stresses in the integrals (with the axial component being 
of opposite sign to the others). However, unless the position 
of the wake itself is highly unsteady, as in the case of vortex-
shedding from a bluff body, these components will vanish out­
side the wake where there is no turbulence. Within the wake 
the turbulent kinetic energies may be expected to be small com­
pared with that of the mean velocity defect, but they were not 
measured separately here. 

Evaluation of the Crossflow 
The evaluation of the drag terms D5 and Dg first requires the 

source density / and axial vorticity ^ to be found for the mea­
sured crossflow, and then the solutions for the streamfunction 
t// and potential ^ from Eqs. (5) . Here / a n d ^ were evaluated 
using a finite difference representation of the equations using 
measurements of v and w made on a regular grid across the 
downstream plane. Derivatives were calculated at the cell cen­
tres by averaging the two first order derivatives found on the 
edges of the cell. Then / and ^ were evaluated at each mesh 
node by averaging the 4 adjacent values at the cell centres, 
except at the boundaries where a first-order approximation was 
applied directly to the mesh node. The calculation of ^ is the 
most critical in terms of accuracy; since it has the primary 
influence on the vortex drag integral, it effectively determines 
the boundary conditions used to solve for i/> (as discussed be­
low), and it also directly determines the value calculated for 
the lift. 

The stream function ip was found by solving Eq. (5a) using 
the method of the false transient (Mallinson and de Vahl Davis, 
1973), with a semi-implicit, finite-difference method (the Sa-
marskii Andreyev alternating-direction method) being used to 
solve the set of equations formed when the finite difference 
form is applied at each grid node. The second derivatives were 
represented using central differences. 

Most of the work done previously with this wake theory has 
been carried out in wind tunnels with solid walled test sections. 
Under such conditions, the boundary conditions needed to solve 
(5) are found easily and accurately at the wind tunnel walls 
where ip = Q. However, the flow through the slotted wall wind 
tunnel used in this study meant that this simple boundary condi­
tion could not be applied (except at the floor where 1// = 0). 
To find the ijj boundary values it was instead assumed that the 
slotted wall wind tunnel performed ideally—^that is, it simulated 
an infinite flow with no subsequent blockage effect. The flow 
outside the viscous wake can, therefore, be constructed from 
three potential flows: a vorticity driven flow, a source induced 
flow and a uniform onset flow. In the wake survey plane, the 
vorticity calculated at each mesh node was thought of as repre­
senting a line vortex, with the combined influence from each 
line being responsible for the vortex component of the flow. 

Fig. 2 Sketch defining the components of axial velocity in the walte 

Since the stream function should only reflect the flow due to 
vorticity, the if/ boundary values can be calculated using the 
potential flow expression for the streamfunction due to a point 
vortex; 

>Ps J_ 
27r 

/ In (r)dA 

where r is the distance from a vortex in the wake to the field 
point on the flow boundary S. At each boundary point the 
contribution to tp of each point vortex and its image vortex 
(using the wind-tunnel floor as a reflection plane) were summed 
to give the ijj boundary values. The source density (j) was found 
using the same procedure as for ip. 

Lift 
A similar analysis for the lift L (in the y direction for a yacht) 

gives 

L + Li == L2 + L3 

where Li is the net pressure force acting in the sidewalls of the 
tunnel for all the flow upstream of the downstream wake plane 
being considered, and 

U = pU„ vdA = pU^ 
JA JV 

dA = pU, zidA, 

L3 = p I v{Up - M„ 
JA 

)dA. (8) 

The term L2 is the usual term relating lift to the circulation of 
the lifting body, while Wu and Wu (1989) interpret the last 
integral as lift penalties due to crossflow in the wake and viscous 
effects. It is assumed now that the velocity perturbations in the 
wake and on the sidewalls are small in comparison with C/„, so 
that only L2 need be retained. 

Instrumentation and Errors 

Wake surveys were taken for a l/40th scale International 
Americas Cup Class model yacht in a slotted-wall wind-tunnel 
of cross-section 1.5 m X 1.5 m and 3.0 m working length, as 
shown in Fig. 3, the slots extending 1.0 m and 1.4 m upstream 
and downstream of the model. The wind speed of 11.4 m/s 
gave a Reynolds number of 3.4 X 10' based on the maximum 
combined chord of the jib and mainsail (0.45 m). To reduce 
the effect of the incident floor boundary layer a ground board 
1.2 m wide and 2 m long was placed 105 mm above the floor 
with its leading edge 0.4 m upstream of the model bow. The 
wake survey data were collected 0.375 m downstream of the 
mast base, or 0.075 m downstream of the stern of the hull. A 
non-nulUng five-hole probe of 2.5 mm radius was used to mea­
sure the pressures and velocities over a sampling grid spaced 
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heel angle 
yaw angle (hull) ="36" 

wjiid tunnel floor 

Fig. 3 Sail plan for the model 

15 mm in both the horizontal and vertical directions, with the 
traversing rig having positional accuracy in the vertical and 
horizontal directions of 0.01 and 0.29 mm, respectively. The 
density of the data was then numerically increased to a 5 mm 
X 5 mm grid by fitting cubic splines to the raw data. The net 
forces calculated from the wake data were non-dimensionalised 
using the planform area of the sails, and for the moments the 
mast height was used as the reference length. The sectional 
forces along the span were evaluated on a horizontal strip 5 
mm wide, and the corresponding sectional coefficients were 
found using the total chord defined as the sum of main and jib 
chords at each section. 

The probe calibration showed a standard deviation for total 
and dynamic pressures of 0.55 and 0.67 Pa and for flow direc­
tion 0.24 deg, and its associated pressure transducer was also 
accurate to 0.5 Pa. The resulting uncertainty (95 percent confi­
dence) for the pressure loss in the wake and the crossflow 
speeds, vorticity and streamfunction are shown in the figure 
captions which follow. This error does not include the averaging 
effect caused by a probe of nonzero dimensions, which may be 
significant in the regions of steep gradients (the vortex cores). 

Distribution of Lift and Drag for a lACC Yacht 
Sailplan 

The results presented here are for a case with the yacht hull 
set at 36 deg incidence and heel angle of 20 deg, and the 

Table 1 Parameters for the sail shapes 

Height 
z (mm) 

774 
689 
603 
514 
411 
310 
203 
92 

514 
411 
310 
203 

92 

Chord 
(mm) 

48 
103 
151 
191 
223 
239 
249 
252 

50 
90 

129 
170 
213 

Twist to 
tunnel axis 

Position of max 
camber 

(% of chord) 

Mainsail 

- 4 
- 4 

1 
3 
5 
7 

11 
16 

- 8 
- 2 

5 
9 

10 

48 
46 
43 
46 
45 
43 
44 
47 

jib 

31 
29 
27 
34 
46 

Value of max 
camber 

(% of chord) 

14 
12 
11.5 
14 
13 
14 
12.5 
9.5 

12 
13 
15.5 
12 
9 

Fig. 4 Velocity vectors, showing direction and relative speeds of the 
wake crossflow (uncertainty 4.7 percent) 

sails adjusted to give smoothly attached flow (as determined 
by tufts). Data for the resulting sail shapes (as measured from 
photographs) are given in Table 1. The measured crossflow 
velocities and total pressure loss are shown in Figs. 4 and 5, 
and the calculated vorticity and stream-function fields in Figs. 
6 and 7. The separate wakes of the main- and head-sails are 
easily distinguished. A strong vortex core is present at the foot 
of the sails (in the wake centre and near the floor in Fig. 5), 
which is due to the significant gap beneath the foot of the 
mainsail—the rapid unloading of this sail toward the foot re­
sults in the usual concentrated trailing vortex. However, there 
is no corresponding vortex core at the head of the sails, which 

Fig. 5 Total pressure loss contours in the sail wake, (P„ 
levels In the range 0.05 to 0.85, uncertainty 3.2 percent) 

P)'qo (4 
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-17, 

Fig. 6 Contours of crossflow vorticity in the wake, ^b/Uo (10 levels in 
the range -31 to +39, 10.3 percent uncerlainty) 

is due to the continuous decrease in sail chord and increase in 
twist along the span. As seen below, the sail unloads more or 
less uniformly along its span and so sheds vorticity continuously 
instead of as a concentrated tip vortex. Not unexpectedly, there 
is a large head loss at the top of the headsail where the two 
sails join, and again in the vortex core from the foot of the 
main. 

0.18 

0.16 

0.14 

0.12 

S 0.1 

S 0.08-

0.06-

0.04-

0.02-

0-

/-^ 

N^—l i f t force M 

\ vortex drag — ^ " ; 1 1 
r*-prof i le drag V coefficient i'l 1 h 
\ coefficient V . i'. j j\ 
\ \ i\ A i t ! } 

'"'V̂ ' 

•0.6 

•0.5 

•0.4 

0.3 

0,2 

0.1 

-0,1 

Fig. 7 Streamfunction contours in the wake, il//bUo, superimposed on 
the projection of the model (16 levels in the range -0.075 to +0.005,1.5 
percent uncertainty) 

0 0.1 0.2 0.3 0.4 0.3 0.6 0.7 0.8 
tieight, z (m) 

Fig. 8 Distribution of the lift force and drag coefficients across the span 

However, there are two further vortex cores (the outer two 
of Fig. 5) whose presence has hitherto not been suspected, but 
which is easily explained with hindsight; the hull is a bluff body 
on the tunnel floor, and therefore the incident floor boundary 
layer forms a horseshoe vortex around the hull whose trailing 
legs form the cores. Since they contain fluid from the floor 
boundary layer upstream of the model, a high loss in total 
pressure is observed within these cores. This horseshoe vortex 
is only partly an artefact of testing in a wind-tunnel as a real 
yacht also moves into a flow containing incident shear—since 
the yacht itself is moving the apparent wind does not fall to 
zero speed at sea level, but the presence of significant incident 
shear there is likely to lead to the same horseshoe vortex wake 
and an aerodynamic drag for the hull that is larger than expected. 

Figure 8 shows the distributions of the sectional lift force 
and the sectional coefficients of vortex drag (D2 + D; + D^) 
and profile drag (Di + D3). The lift distribution is clearly far 
from the aerodynamic ideal of elliptic loading, but will be closer 
to the optimum loading shape when rolling moment limitations 
are imposed (as detailed by Jones, 1950). The sharp decrease 
in lift below z = 0.1 m corresponds to the unloading around 
the foot of the sails. The vortex drag coefficient is quite irregular 
along the span, and inspection of the vorticity plot in Fig. 6 
shows a "lumpy" distribution along the span with a number 
of small vortex cores being evident. Since the location and 
number of these lumps do not correlate with the measurement 
grid (which used about 50 points along the sail span), and the 
lumpiness was not observed on a solid wing which was used as 
a test case, this lumpiness is thought to be due to the numerous 
irregularities in the construction and support of the sail. The 
sail had four seams and eight battens (stiffening strips) in the 
streamwise direction and the mast had three spreaders (trans­
verse struts), all of which would disturb the flow directly or 
cause small local variations in sail shape. The same elements 
would be present on a full-size sail. 

The profile drag is large for the hull, and for the sail is largest 
close to z = 0.5 m where the mainsail planform has begun to 
taper and the main and headsails attach. However, the profile 
drag coefficient is higher at the head, because as the mast diame­
ter becomes progressively larger relative to the chord so its 
separation drag becomes progressively more significant. The 
"source" drag Df, was found to be negligible along the whole 
of the span, while the "Betz" term D3 was significant only in 
the hull wake and near the masthead. 

Finally, Fig. 9 shows the distribution of the force components 
in the directions of the hull axis and its normal (thrust and 
sideforce). The thrust is being generated primarily by the lower 
half of the sails, with the top of the mainsail producing a slightly 
negative thrust but significant sideforce which is obviously un­
desirable. The heeling moment (first moment of the sideforce 
distribution) from the top of the sail would also be high, and 
this is also undesirable in practice. A significant improvement 

350 / Vol. 118, JUNE 1996 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 9 Distribution of sideforce and tlirust across tlie span 

information for the design and analysis of sails than balance 
measurements, and is the only practical way of determining the 
distribution of forces along the span which is essential for the 
understanding of complex phenomena like sail interaction and 
for the calibration of numerical methods. 

The single set of results presented here contains a wealth of 
information about sail aerodynamics which has not been shown 
before, and further tests can only add to this. Although they 
apply to only one of the infinite number of sail shapes achiev­
able with this same sail plan, they illustrate the level of detail 
that may be obtained and show many features common to results 
for other sail shapes. A very strong vortex is observed at the 
foot of the sails, as expected, but no corresponding trailing 
vortices are observed at the head. An additional vortex pair has 
been discovered, and is due to the influence of the hull on the 
vorticity in the floor boundary layer of the incident flow. 

in sail trim would therefore result if the lift of the top of the 
mainsail could be increased relative to its drag; as the lift coef­
ficient of the head of the sails is well below that of the lower 
half, this suggests that a sail setting with less twist along the 
span would show a better performance. 

Changing the incidence of the hull and sails was found to 
alter the results quantitatively, but not qualitatively. For exam­
ple with the hull and sails set for "close-hauled" (sailing as 
close to the wind direction as possible), the flow patterns 
showed that the two vortex cores near the floor and having the 
same sign had almost merged and the wakes of the two sails 
were less distinguishable (on this heading there is much less 
gap between them), but otherwise the general features were the 
same. The components of both the lift and drag were reduced 
substantially, as would be expected for sails with less incidence 
to the wind, but their distribution along the span was similar. 

Conclusions 

Wake surveys have been shown to be a very useful way of 
measuring the lift and drag of sails, and of providing a break­
down for the various sources of drag. The greatest drawback 
of the method is the time needed to make the measurements, 
and given that each sail plan has to be tested with the sails in 
numerous different trim settings for incidence and twist, it 
would not be a feasible to carry out an exhaustive set of tests. 
Rather the advantage of the method lies in the information it 
provides about the structure of the flow, especially when com­
bined with computer graphics. The technique provides far better 
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Three-Dimensional Particle 
Tracking Velocimetry With 
Laser-Light Sheet Scannings 
This paper describes three-dimensional particle tracking velocimetry (3D PTV), 
which enables us to obtain remarkably larger number of velocity vectors than previous 
techniques. Instead of the usual stereoscopic image recordings, the present 3D PTV 
visualizes an entire three-dimensional flow with the scanning laser-light sheets gener­
ated from a pair of optical scanners and the images are taken by a high-speed video 
system synchronized with the scannings. The digital image analyses to derive velocity 
components are based on the numerical procedure (Ushijima and Tanaka, 1994), 
in which several improvements have been made on the extraction of particle images, 
the determination of their positions, the derivation of velocity components and others. 
The present 3D PTV was applied to the rotating fluids, accompanied by Ekman 
boundary layers, and their complicated secondary flow patterns, as well as the pri­
mary circulations, are quantitatively captured. 

1 Introduction 
Recently, digital image processing has been extensively uti-

hzed to analyze flow-visualization images in an attempt to un­
derstand large-scale structures and other spatial characteristics 
in flows. Among various image processing techniques (see e.g., 
Hesselink, 1988), particle tracking velocimetry (PTV) is one 
of the most effective techniques which enable us to make accu­
rate and high-quality velocity measurements in a variety of 
laboratory-scale flows of gases and liquids over a wide range 
of velocity (Adrian, 1991). 

The early attempt to apply PTV to three-dimensional flows 
was made by Chang and Tatterson (1983). The principle of 
their 3D PTV was based on the stereoscopic photogrammetry 
with the aid of a Bolex stereoscopic lens and a high-speed 16-
mm camera. The similar techniques were employed by Racca 
and Dewey (1988) and Economikos et al. (1990). On the other 
hand, multiple cameras were utilized to improve the viewing 
angles in the stereoscopic recording (Adamczyk and Rimai, 
1988). In addition, to make more accurate measurements, three-
camera systems were used by Nishino et al. (1989), Sata and 
Kasagi (1992), and Maas et al. (1993). 

While the minor differences are found in the recording tech­
niques adopted by the 3D PTV proposed in the past, as described 
above, it can be seen that they are essentially identical in terms 
of the stereoscopic recording of image sequences. However, the 
stereoscopic recording has fundamental drawbacks since this 
method projects all of the tracer-particle images included in a 
measuring volume onto only a few two-dimensional frames. As 
a result, when the number of tracer particles largely increases, 
the procedures inherent in the previous 3D PTV, for example 
the identification of a particle image recorded by multiple cam­
eras and the reconstruction of the three-dimensional particle 
positions, become almost impossible. This evidence is given by 
the fact that the numbers of the derived velocity vectors range 
from only around ten to several hundred at most in the previous 
measurements (Kasagi and Nishino, 1991). 

This study describes 3D PTV which makes use of a pair of 
optical scanners generating horizontally and vertically scanning 
laser-light sheets. The images of the tracer particles on the 
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visualized sections are recorded by a high-speed video system 
capable of 500 frames per second, whose recording is synchro­
nized with the scannings. Since the stereoscopic recording is 
dismissed in the present 3D PTV, it is possible to obtain quite 
lager number of velocity vectors than usual and the complicated 
calibration of multiple cameras is not necessary. 

The digital image analyses are based on the numerical proce­
dure proposed by Ushijima and Tanaka (1994). In this method, 
several improvements have been made on the extraction of 
particle images, positioning of them with sub-pixel accuracy, 
determination of velocity vectors, variable tracking frame num­
bers, and others. Consequently, the accuracy is made higher 
than the image analyses performed by the usual PTV. The de­
rived velocity components are spatially interpolated with cubic 
spline functions at regular grid points in three-dimensional 
space and the theoretical model based on variational analysis 
is applied to the results so that the nondivergent conditions 
should be satisfied. 

The developed 3D PTV is applied to the rotating fluids in a 
cubic cavity model equipped with a rotating disk. In experi­
ments, various three-dimensional flow patterns are induced by 
locating the rotating shaft at the center and by shifting it to a 
corner of the cavity. The secondary flows occurring on vertical 
sections, as well as primary circulations caused by the rotating 
disk, are quantitatively measured with the present 3D PTV. 

2 Procedure for Image Acquisition 

Flow Visualization System. The PTV system using a scan­
ning laser-light sheet was previously developed by Ushijima 
and Tanaka (1994), which allows us to obtain velocity vectors 
on multiple horizontal sections within sufficiently short sam­
pling time. While two velocity components on multiple sections 
can be measured with this system, the velocity component nor­
mal to the scanning laser-light sheet was not directly obtained. 
In contrast, the present visualization system utilizes a pair of 
optical scanners which can generate horizontally and vertically 
scanning laser-Ught sheets in order to obtain all velocity compo­
nents in a measuring volume. 

Figure 1 illustrates the manner of the flow visualization and 
the video recordings. A couple of scanners in this visualization 
system have small mirrors whose rotating shafts are arranged in 
different directions each other. As shown in Fig. 1, the scanner-1 
generates the vertical laser-light sheets which visualize multiple 
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experimental tank 

,. , cylindrical 
laser light i^^^ 
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cylindrical 
lens 
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vertical section 

( ^ = ^ 
plane mirror 

image of 
horizontal section 

Fig. 1 Flow visualization and Image-recording system 

vertical sections. The visualized images are taken by a high­
speed video cassette recorder (VCR) system through the front 
window of an experimental cavity model. On the other hand, 
the horizontal sections visualized by the scanner-2 are recorded 
with the same VCR system through a plane mirror placed below 
the transparent bottom window. Since the visualized horizontal 
and vertical sections are both included in the view of the high­
speed video camera, only a single camera is needed in the 
present system. 

The present VCR system (NAC HSVIOOOHS) is capable of 
taking 500 frames par second and its strobe (TTL) signals are 
utilized to synchronize the video recordings with the stepping 
movements of the scanners. Since two scanners are systemati­
cally operated by a control driver, which receives the TTL 
signals from the VCR system, the continuously visualized sec­
tions are suitably recorded on the appointed video frames. The 
exposure time per frame is set at 200 ^s with the aid of an 
electrical shutter. 

Cavity Model With a Rotating Disk. It has been known 
that complicated three-dimensional flows are generally ob­
served in rotating fluids as well as their primary circulating 
motions (e.g., Greenspan, 1968). In a cavity model equipped 
with a rotating disk on its upper boundary, secondary flows, as 
well as horizontal main circulations, are expected to appear 
on the vertical sections owing to the Ekman boundary layer 
developed near the bottom surface. 

Figure 2 shows a cubic cavity model with each side of 60 
mm and a rotating disk 170 mm in diameter. The angular fre-
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laser light 
sheet " experimental tank 

Fig. 2 Cavity model with a rotating disk 

Table 1 

Experimental case 

Case 1 
Case 2 
Case 3 

Experimental conditions 

Axis positions (x, y)\ unit: mm 

(30, 30) 
(30 - \0^, 30 - 10̂ /2) 
(30 ~ 20\S, 30 - 20\^) 

quency w of the rotating disk is set at STT/ 15 radian per second. 
As listed in Table 1, three cases of experiments were conducted, 
in which the axis position of the rotating disk is shift from the 
center (Case 1) to a corner of the cavity along a diagonal line 
(Cases 2 and 3). 

The representative length scale LQ is defined as the side length 
of the cavity (Lo = 60 mm) and the Reynolds number based 
on Lo and w is estimated as about 6.0 X 10^ 

Tracer particles scattered in the fluid are made of high poly­
mer (Eslen) with a specific gravity of 1.03. Their average diam­
eter is around 400 {iva. Since these tracer particles include fluo­
rescent sodium, their clear images can be taken in the presence 
of laser-light sheets. In experiments, the saline water with suit­
ably-adjusted density is used as a working fluid so that the 
tracer particles can have completely neutral buoyancy. 

As illustrated in Fig. 2, the numbers of the visualized hori­
zontal and vertical sections are 10, respectively, and total 20 
sections are recorded with the high-speed VCR system. Since 
two frames are recorded per section, the time interval between 
two adjacent sections is 4 ms and the scanning time cycle {Tc) 
corresponds to 80 ms. In the present measurements, 10 frames 
are recorded for each section during 10 scanning cycles which 
is equivalent to the sampling time {Ts) of 0.796 seconds. 

3 Digital Image Analyses 

Determination of Particle Positions. The images on a 
frame recorded by high-speed VCR system are transformed to 
digital data consisting of 512 X 512 pixels with 256-gray-level 
resolution per a single pixel. After applying adequate filters 
(Rosenfeld and Kak, 1976), the particle images are separated 
from the background and their positions are determined with 
sub-pixel accuracy. This procedure is based on our previous 
numerical techniques (Ushijima and Tanaka, 1994). 

The binarized images are first derived by means of the dis­
criminant and least squares threshold selection (Otsu, 1978), 
which selects an optimum threshold level so that the summation 
of gray-level variances in two classes separated by the threshold 
should be minimum and that the variance between the two 
classes should be maximum on the basis of discriminant analy­
sis. Instead of employing a single threshold level for a frame, 
the digital images on a frame are divided into 1024 subregions 
each consisting of 16 X 16 pixels and the optimum threshold 
is determined for each subregion. The binarized particle image 
is then replaced by 3 X 3 pixels area without changing its 
center point. Finally, the logical products are taken between the 
original images having grey levels and the binarized particle 
images. This procedure allows us to separate the tracer particle 
images preserving 256-gray-level resolution from the back­
ground. 

It is effective for the accurate positioning of the tracer parti­
cles to make use of their gray-level distributions, rather than 
the binarized results, since the error resulting from the incorrect 
positioning is a dominant factor for the total uncertainties of the 
derived velocity components. Thus the second-order regression 
curvature is derived for the gray-level distribution of each parti­
cle on the basis of the method of the least squares. Then the 
tracer particle position is determined with second-order accu­
racy as the point where the regression curvature gives its peak 
value. 
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pi-1 Pi 

Fig. 3 Search region on i + 1 frame 

Particle Tracking. The particle tracking procedure as done 
by Ushijima and Tanaka (1994) is applied to specify an identi­
cal particle recorded on the multiple frames. Figure 3 shows 
the search region on the i -I- 1 frame, which is set up after the 
candidates of particle positions (Pi, P2, • • •, Pi) have been 
specified. The center of the circular search region is set at 2p, 
- p,_i, where p, is the position vector of P,. The radius of the 
search region r,+, on the ;' -I- 1 frame is set up as one-third of 
the average particle distance (5,+i on the ;' + I frame, which is 
one of the criteria to determine the search region employed by 
Dracos and Malik (1992) and Malik et al. (1993). When a 
single center point is located within the search region, this be­
comes a new candidate on the i + 1 frame. In case that the 
multiple center points are included, the center point which gives 
the minimum variance of the local velocities calculated from 
P,^i, P, and P,+i is selected. If there is no center point, all 
candidates (P | , P2, . . . , P,) are discarded. This tracking proce­
dure is repeated over Nr frames (TVT- S 3), where NT is referred 
to as tracking frame number. 

On the first frame of tracking, the circular search region is 
set up, having its center at Pi and its radius ri equal to (j)(5i. 
When multiple center points P2 are included in the region, all 
of them are considered as valid and the tracking procedure 
described above continues to the following frames. While most 
of the misidentified center points are dropped in the process of 
the multiple trackings, a group of center points which gives the 
minimum variance of local velocities derived from all center 
points is selected if more than two groups are finally obtained. 
If there is no second point P2 in the search region, the corre­
sponding first center point Pi is discarded. 

Since the tracking procedure for NT frames is carried out 
throughout all of the sampled frames, changing the first frame 
of tracking one by one, the number of total tracking procedures 
is given hy Ns - NT + 1, where Ns is the sampled frame number. 
In the present method, the lower and upper limitations (NT\ and 
NT2, respectively) can be set for the tracking frame number in 
order to respond to high and low velocity regions coexisting in 
the visualized area (Ushijima and Tanaka, 1994). Thus the 
tracking procedure is conducted L?- times, which is given by 

LT=iNs+ l)(Nr NT + D - X k (1) 

Although the velocity components were usually derived only 
from the identified initial and terminal particle positions in pre­
vious works (e.g., Imaichi and Ohmi, 1982; Kobayashi et al., 
1985), it is necessary for the accurate estimation of velocity 
vectors to take into consideration all intermediate particle posi­
tions as well as both ends. Thus, a quadratic function is approxi­
mated for a group of the identified positions with the method 
of least squares and the direction of velocity vector is defined 
as its tangential direction. In addition, the length of the velocity 
vector is calculated from the summation of all displacements 
(Ushijima and Tanaka, 1994). 

When small number of error vectors are included in the re­
sults, bootstrap procedure (Efron, 1979; Diaconnis and Efron, 
1983; Efron, 1983) is utilized to remove them. The bootstrap 
technique enables us to derive a frequency distribution for each 
of the obtained velocity components. After evaluating the aver­
age ^i and the standard deviation a from the frequency distribu­
tion, the velocity component located outside of the bandwidth 
(Lt ± 3(T are judged as errors and replaced by the average. 

Three-Dlmensional Velocity Components. The velocity 
components obtained by the particle trackings are randomly 
distributed in accordance with the particle locations. Thus the 
results obtained by LT times of tracking procedures are all super­
imposed and the average velocity vectors over the sampled 
frames are calculated at the appointed grid points. In terms 
of Nyquist sampling criterion, the resolution for the highest 
wavenumber is hmited by (^)6„ (Agui and Jimenez, 1987), 
where S„ is the average distance of the velocity vectors, which 
implies that meaningful grid intervals should be larger than 25„. 
Since (5„ is estimated as 1.05 mm in the present study, the regular 
grid points of 13 X 13 X 13 are set up in the cubic region in 
the cavity, which gives 5 mm interval between two adjacent 
grids. 

Two velocity components are first interpolated at the grid 
positions on the visualized sections. The weighted averaging 
based on the Gaussian window is utilized in the interpolation, 
whose window width is set at 1.24i5„ as proposed by Agui and 
Jimenez (1987). In this procedure, the error range for each 
interpolated result is also estimated with the bootstrap tech­
niques as done by Ushijima and Tanaka (1994), which will be 
utilized in the spatial smoothing as described later. 

As illustrated in Fig. 1, the visuahzed sections are not parallel 
and another spatial interpolation is operated in the direction 
normal to the sections. For the velocity components interpolated 
on the horizontal sections, one-dimensional cubic spUne func­
tions are derived to interpolate them in the vertical direction. 
The similar procedure is conducted for the velocity components 
on the vertical sections. As a result, the error ranges as well as 
the three velocity components are obtained at the regular grid 
points. 

It is usual that the three-dimensional velocity components as 
obtained in laboratory measurements and in field observations 
do not completely satisfy the non-divergence condition even if 
they are carried out rigorously. The theoretical model based on 
variational analysis was proposed by Sasaki (1958, 1970a, b) 
and it was utilized by Sherman (1977) to adjust the observed 
wind fields over complex terrain. This model is also adopted in 
the present study in order that the fluid continuity should be 
satisfied in each control volume. The specific function in this 
model is given by 

E(Ui) = J aj(Ui u,a) + \ 
dUi 

dXi 
dx\dx2dx-i (2) 

where X. is the Lagrange multiplier. Here u,o and M, are measured 
velocity components and their adjusted values in x,- directions, 
respectively, where Xi with i = 1,2 and 3 correspond io x,y 
and z coordinates. While the values of a, are Gauss precision 
moduli related to the measurement errors in «,, these values 
are almost same regardless of their directions in the present 
case. Thus we may pvAa'\ = a\ = al = a^. The Euler-Lagrange 
equations to minimize £(«,) are given by 

Ui = Mjo + 

dUj 

dXi 

1 d\ 

la"- dXi 

and the equation for \ is derived as 

— T = —2a 
dXi dXi 

(3) 

(4) 

(5) 

Equation (5) is discretized in a finite difference scheme and 
solved by a successive overrelaxation method. The boundary 
conditions are \ = 0 on the bottom surface and dk/dn = 0 on 
the other boundaries. The obtained \ is substituted into Eq. (3) 
and the adjusted velocity components are derived. 
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Finally, as conducted by Agui and Jimenez (1987), the veloc­
ity components are spatially smoothed by solving three-dimen­
sional Laplace equations within the error ranges. As described 
above, the error ranges first obtained by the bootstrap method 
have already been interpolated at the grid points by means of 
cubic spline functions. The error ranges are now shifted so that 
the adjusted values for fluid continuity are taken into account: 

^''Imn t^lmn i" 
1 d\ 

— ^ Imn (6) 

Here fj,'i„„ ± e'i„„ are the error ranges for M, obtained at the grid 
points Pi„„. The solutions of Laplace equations at n H- 1 step 
are compared with the shifted band widths calculated by Eq. 
(6) and when they are not included in these ranges, they are 
replaced with the upper or lower limit values. Since the differ­
ence of the average discrete dilation before and after the smooth­
ing procedure is less than 0.1 percent with respect to the repre­
sentative quantity calculated from Lo and w, the nondivergence 
condition is effectively satisfied. 

4 Rotating Fluids Measured by 3D PTV 

Measurement Conditions. As described above, three cases 
of experiments are carried out in this study. The conditions of 
sampling and tracking are listed in Table 2. In Table 2, the 
sampling frequency/^ is calculated from the scanning time cycle 
Tc- The total number of the obtained vectors (Nv) are listed in 
Table 3. From Ny, the number of the vectors per visualized 
section (rivs) and the number per a tracking procedure («VT) 
are calculated as shown in Table 3. As listed in Table 3, the 
average number of the vectors obtained during 0.796 seconds 
amounts to more than 65,000, which enables us to derive nearly 
3000 vectors per a single tracking procedure. Taking account 
that the maximum number of the vectors captured by usual 3D 
PTV remains several hundred at most, it is demonstrated that 
quite larger number of vectors can be acquired with the present 
3D PTV. 

Case 

Case 1 
Case 2 
Case 3 

Table 2 Sampling 

/ , (1/s) 

12.5 
12.5 
12.5 

and tracking 

T,{&) 

0.796 
0.796 
0.796 

conditions 

Nr 

4 - 8 
3 - 5 
3 - 5 

Lr 

25 
21 
21 

The average of the absolute velocity components (Vo) is about 
2.9 mm/s, which may be one of the representative quantities in 
the cavity flows. The sampling time Ts corresponds to 3.8 per­
cent with respect to the time scale based on Vo and Lo. Thus, 
it can be concluded that the effectively instantaneous velocity 
components are measured by the present 3D PTV. 

Experimental Results. Figure 4 shows the distributions of 
velocity vectors on horizontal {.x-y) and vertical (x-z) planes 
measured in Case 1. The circulating flow patterns are observed 
in all horizontal sections and the intensity of velocity becomes 
weak near the bottom surface owing to the development of the 
Ekman boundary layer. While it can be seen that the circulating 
flows tend to diverge outside in the upper region in the cavity, 
the convergent circulations appear in the Ekman boundary layer 

Numbers 

Nv 
rivs 
tlyr 

Table 3 Numbers of velocity vectors 

Case 1 

82,189 
4,110 
3,288 

Case 2 

58,659 
2,933 
2,793 

Case 3 

55,395 
2,770 
2,638 

Average 

65,414 
3,271 
2,906 

t l , 
< t i 

t . ' ; 

y = 20 mm y = 30 mm y = 40 mm y = 50 mm 

• • 
Fig. 4 Measured velocity vectors (Case 1) 

in contrast. This typical flow pattern observed in a rotating fluid 
with Ekman boundary layers brings about the secondary flows 
observed on vertical sections; as shown in the x-z section at y 
= 30 mm, the ascending and descending flows arise in the 
center region and near the side boundaries, respectively. As 
shown on the vertical sections at y = 20 and 40 mm, the as­
cending flows are accompanied by circulation just outside of 
the center region. Figure 5 shows the results of Case 2. The 
rotating disk is shifted to a corner along a diagonal line by 20 
mm in this case and the center positions of the circulations on 
x-y planes vary in accordance with the height; the center of the 
circulation, located slightly near the origin at z = 50 mm, once 
returns to the center of the cavity at z = 40 and 30 mm and 
then shifts to right side boundary on the lower horizontal sec­
tions. The similar tendency is also observed in Case 3 shown 
in Fig. 6, while at z = 50 mm the center of the circulation 
largely shifts to the origin. On the vertical sections at y = 30 
mm in Case 2, the ascending flow is dominant on the right-
hand side and, in contrast to a pair of eddies observed in Case 
1, only a single eddy appears on the left side of the vertical 
flow. The small eddy observed near the bottom surface at y = 
50 mm gradually develops at)) = 40 and 30 mm with changing 
its center position. On the other hand, the flow patterns aty = 
10 and 20 mm are largely different from them and it can be 
seen that the secondary flows also have asymmetric patterns. 
The similar secondary flow patterns are measured in Case 3, 
while the intensity of velocity vectors becomes slightly higher 
than that of Case 2. 

The three-dimensional flow patterns in Case 1 are visualized 
with the aid of computer graphics as shown in Fig. 7. In this 
figure, the particles, initially located on a horizontal plane, are 
advected in the static velocity field which is assumed to be 
given by the measured results by the present 3D PTV. The time 
increment is 0.2 seconds and the particle positions are calculated 

: rr * 
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i i i 
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Fig. 5 Measured veiocity vectors (Case 2) 
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1.67 X 10 "Vo (8) 

mm ara:in; 
y = 30 mm y = 40 mm y = 50n 

WM mm ii! — > > s 
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= 30 mm 

Fig. 6 Measured velocity vectors (Case 3) 

by a Runge-Kutta method. As observed in Fig. 4, the rotating 
ascending flow occurs in the center region of the cavity and the 
descending circulation appears near the side boundaries. 

Estimation of Uncertainty. The uncertainties involved in 
PTV techniques have been widely investigated to specify the 
sources of errors and to evaluate their quantities (e.g., Imaichi 
and Ohmi, 1983; Kobayashi et al., 1985; Chang et al., 1985; 
Agui and Jimenez, 1987; Nishino et al., 1989). The results of 
the previous works allow us to evaluate the uncertainties in the 
present 3D PTV. According to Agui and Jimenez (1987), three 
different errors, visualization error Cvis, sampling error £»„„, and 
interpolation error ei„t, need to be taken into account. 

The visualization error consists of the positioning error of 
the particles (e,) and the error associated with the traceability 
of particles to the fluid motion (e/). The positioning error may 
be evaluated by 

e, = ??*Vo (7) 

where rf- is the precision for a particle position normalized by 
the average length of the particle trajectories. Since the resolu­
tion of a pixel (Ap) corresponds to 120 \xva and the average 
trajectory (A,) is 0.93 mm, the present second-order positioning 
gives r\* — (A,,/A,)^ and the following result: 

t = 2.0 sec t = 4.0 sec 

t = 8.0 sec t= 16.0 sec 

Fig. 7 Flow patterns visualized with CG (Case 1) 

On the other hand, the traceability error £/ can be neglected in 
the present experiment, since the densities of the particles and 
the working fluid are almost same. 

The sampling error esa,„ is evaluated by the following equa­
tion: 

""" \Du' 

( m - l ) / ( m + l ) 

(9) 

Here it is assumed that m = 3 and H 7Vo = 0.1 as done by Agui 
and Jimenez (1987). Then we obtain 

€,„,„ = 2.5 X 10^^Vo (10) 

With reference to the results reported by Agui and Jimenez 
(1987), the present interpolation error ein, can be estimated of 
the same order as their values, since our interpolation method 
is substantially based on their procedures: a convolution with 
an adaptive Gaussian window with the same window width 
(1.245), Class 3 bootstrap estimation and others. 

Assuming that the interpolation error is 3 percent, the total 
error £7- is calculated from the summation of the squares as 

tT = 4.2 X 10-^Vo (11) 

It is concluded that the present 3D PTV possibly involves about 
4.2 percent uncertainty with respect to the representative 
velocity. 

5 Concluding Remarks 

A 3D PTV system, which enables us to obtain quite larger 
number of velocity vectors than usual, has been developed in 
order to measure effectively instantaneous all velocity compo­
nents in the three-dimensional space. The developed system 
utilizes a pair of optical scanners which can generate horizon­
tally and vertically scanning laser-light sheets. The images of 
the tracer particles on the visualized sections are recorded by a 
high-speed VCR system capable of 500 frames per second, 
whose recording is synchronized with the scannings. Since the 
usual stereoscopic recording by multiple cameras is dismissed, 
the present 3D PTV becomes free from the major drawbacks 
involved in previous 3D PTV: for example, identification of a 
particle image recorded by multiple cameras, camera calibra­
tions and reconstruction of the three-dimensional particle posi­
tions. As a result, the number of the acquired velocity vectors 
becomes roughly ten times as many as that of the usual tech­
niques (Kasagi and Nishino, 1991), which results in the higher 
spatial resolution in the present system. 

The digital image analyses are based on the numerical proce­
dure proposed by Ushijima and Tanaka (1994). In this method, 
several improvements have been made on the extraction of 
particle images having grey-level resolutions, positioning of 
them with sub-pixel accuracy, determination of velocity vectors, 
variable tracldng frame numbers and others. Consequently, the 
accuracy is made higher than the image analyses done by the 
usual PTV. The derived velocity components are spatially inter­
polated with cubic spline functions at regular grid points in 
three-dimensional space and the theoretical model based on 
variational analysis is applied to the results so that the non-
divergent conditions should be satisfied. 

The developed 3D PTV was applied to the rotating fluids in 
a cubic cavity model equipped with a rotating disk. When the 
rotating shaft of the disk is set at the center of the cavity, the 
3D PTV enables us to capture the primary circulating flows and 
vertical secondary flow patterns, which are typically observed 
in a rotating fluid with Ekman boundary layers. In case that the 
rotating shaft is shift to a corner of the cavity along a diagonal 
line, the varying center positions of the primary circulations 
and asymmetric secondary flow patterns are obtained. In these 
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measurements, more than 65,000 vectors are acquired within 
the sampling time of 0.796 seconds, which allows us to derive 
nearly 3000 vectors per a single tracking procedure. Taking 
account that the maximum number of the vectors captured by 
usual 3D PTV remains several hundred at most, it can be con­
cluded that the present 3D PTV is quite advantageous in terms 
of spatial resolution. 
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Arbitrary Blade Section Design 
Based on Viscous 
Considerations. 
Background Information 
Background information is presented on an arbitrary blade section design method 
which is outlined in a joint paper. This information concerns the assumptions, the 
development, and the predictive capabilities of the viscous flow calculation tool used 
in the design procedure. General properties of laminar and turbulent, unseparated 
or separated compressible shear layers, necessary for the blade optimization proce­
dure, are discussed. 

1 Introduction 
The present paper and a joint paper (Bouras et al., 1991b) 

outline a method for the design of arbitrary peripheral cascades. 
The optimization of the blade design (Bonataki et al., 1993) is 
based to a large extent upon viscous considerations. Conse­
quently, the accuracy of the prediction of viscous effects, espe­
cially when separation is present, becomes very important. Es­
tablishing basic information concerning the viscous flow calcu­
lation tool is the first aim of the present work. In this context, in 
Section 2 a brief description of the two-zone model is outlined, 
equations are developed in Section 3, and the semi-empirical 
background used for closure is discussed in Section 4. Section 
5 provides some evidence of the predictive capabilities of the 
method. The development of such a theoretical tool, capable of 
predicting the design and off-design performance of arbitrary 
cascades and necessary for the design procedure presented in 
Bouras et ^1. (1991b) constitutes the second aim of this work. 

The shear layer formulation mentioned above is used in this 
work in both direct (prediction) and inverse (design, optimiza­
tion) modes. This, along with the establishment of the general 
properties of the laminar and turbulent shear layers, is outlined 
in Section 6. This last part forms the basis of the section design 
and optimization procedure from the viscous point of view and 
constitutes the third and last aim of this work. 

Due to the limited space available, the background informa­
tion is presented in brief and the reader should turn to the cited 
references for any additional information. The authors would 
like to underUne the contribution of Jean Le Foil's (1965) ideas 
in the present development. His pioneering work for unsepa­
rated incompressible boundary layers forms the basis of this 
work. 

2 The Two-Zone Model 

The decomposition of a flow field into an inviscid and a 
viscous part is carried out through the second order flow model. 
Lock and Firmin, (1981), where the external inviscid flow prop­
erties may vary accross the shear layer. Matching the external 
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with the real flow velocity at the shear layer edge provide the 
necessary relations. The external flow is computed by applying 
a transpiration velocity W„̂  along the solid boundaries and both 
sides of the dividing streamline in the wake, as 

ds " 
(1) 

A tangential velocity jump along the dividing streamline in 
the wake region results, in addition to the normal velocity jump, 
which the external inviscid flow calculation has to accommodate 
as well. The coupling of the inviscid and the viscous zones is 
carried out iteratively. A strong coupling is necessary, especially 
when separated flow regions exist. 

3 The Development of the Canonical Equations 
In this section a brief description of the development of the 

integral equations will be presented. Further details may be 
found in the first twelve cited references, while Papailiou, 
(1981) summarizes work performed until 1981. 

The basic equations are considered in a rotating frame of 
reference, for turbulent flows. For laminar flows, similar expres­
sions can be derived through the Stewartson's transformation, 
1949. An orthogonal curvilinear coordinate system {s, n), 
where the i-lines coincide with the real flow streamUnes, is 
used to express the continuity, the two momentum and the 
energy equations. For turbulent flows, the turbulent kinetic en­
ergy equation will be used, as well. 

With some simplifications (Papailiou, 1990, Lock and Fir­
min, 1981), the equations for the external inviscid and the real 
flow are subtracted from each other, thus forming the corre­
sponding deficit equations. These are integrated along the nor­
mal to the streamwise direction and after some rearrangements, 
they yield 

(a) the streamwise momentum integral equation 

dW, 1 

PeKWt ds 
(PeR^WiSt) + 

W? ds 

LO^Rl 

W, ds 

1 Ci 
2 2p,JVl ds 

X [p^WlKHSi + 62)')] (2) 
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(b) the energy integral equation 

I d ^ (Si- <5|J dWl 

Pe R.^'Wl ds Wl ds 

2(<5, - 61,) d (io^Rl 

T^l ds 
+ Cz, (3) 

where the curvature K* = K„ + d^SJds^ 

The dissipation factor Co and the skin friction coefficient C/ 
are given by 

Co 
PeWl 

•» IT. 

Ddn, Cf -
P'J^^, 

(4) 

/
'6 
u Ddn is the dissipation integral. 

The normal fluctuation terms are incorporated in the shear 
layer thicknesses, as 

82 = 62 
Jo 

dn 

6't = 6, 
/ * 
•'0 

(5) 

dn (6) 

Equations (2) and (3) hold for compressible turbulent flows. 
It is a simple matter to obtain the corresponding equations for 
incompressible flows which read 

1 d 6: dW,^ 
•iR.WlSl)+ •' " 

R„Wj ds W,,^ ds 

1 d 
^ - — ^ - [Wl^K*(S,^ + 5a,)'] (7) 

(R.WlSl) = Co (8) 

2 2W^ ds 

1 d 

R^Wl ds 

The corresponding equations for laminar flows are derived by 
dropping the normal fluctuation terms and considering that Q 
corresponds to the laminar wall shear stress. 

The Incompressible Shear Layer Equations. First, the 
last term in Eq. (7) is neglected. The kinetic energy dissipation 
is defined as 

E = p&X~ = pvR&^ — (9) 

where E, representing losses, increases with distance. From Eq. 
(8) it yields 

dE 

E 
Co 

ds 
(10) 

By taking H*2k. = SfjSzk, and by introducing it into Eq. (9) , 
differentiating and combining with Eq. (7), while using the 
definition Hf2k = 6*^18tk, one gets 

1 1 

1 m - 1 
1 

2Co 

dE 

E 

dW,^ 
(11) 

The proper way to handle the normal fluctuation terms will 
be considered later. For attached shear layers, however, a simple 
model can be used (Assassa and Papailiou, 1979), where the 
normal fluctuation terms effect on the energy equation is ne­
glected (H,2ic = //3*2*) and the ratio k = (Huk - l)/{H'f2k ' 1) 
is considered constant. For laminar flows, k = I. Besides, Hi2k 
can be considered as a unique function of Hi2k (Papailiou, 
1981), so that a new form factor Lk 

dLk = 
1 dH,: 

fi\lt ~ 1 /^32, 
(12) 

is introduced, with the right-hand side being a total differential. 
A Reynolds number Re4 and its neperian logarithm X are intro­
duced 

Re4 = Rcae^ X = In Re. = In Res -I- IL, (13) 

The velocity logarithm q, instead of the velocity itself and the 
position Reynolds number <&, instead of the arc length s, are 
also introduced 

^ = In • 
W.,, 

$ = 
Ja 

W, ds 

Wref J a V 

Then, if the grouping coefficient M is defined as 

(14) 

N o m e n c l a t u r e 

W(iy,, W„) = relative velocity vector 
r = recovery factor 
R = radius 
6 = boundary layer thickness 

61 = displacement thickness 

p,^W,^^R„6i 

= f R(pM, - pW^n 
Jo 

6,„ = momentum (m = 2) and 
energy (m = 3) thickness 

p.WZR„S„, 

Jo 
RW,p(Wl-

Sik = kinetic displacement thickness 

Jo 
RpeiW,^ - W,,)dn 

(5g = density thickness 

Pe„Rw&p = I RiPe - p)dn 
Jo 

K = curvature 
V = kinematic viscosity 
n = boundary layer equilibrium param­

eter 
uj = rotation speed 

Subscripts 
e = external flow 
k = kinematic 
n = normal 
s = streamwise 

w = wall 

WT-')dn 
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M 
Hv. 

1 -
2Co 

Eqs. (11) and (10) yield 

kdL/, = dq + kM 
dE 

dE 

E 

d^ 

(15) 

(16) 

(17) 

Differentiating Eq. (9) and using Eqs. (16), (13), and (14), 
one additionally gets 

(1 + 2kM) — = dX (18) 

It is important to note that in view of the number of equations 
available, only two independent variables can be chosen. These 
are the form factor L̂  and the Reynolds number X and closure 
is effected via the semi-empirical frame. For laminar flows M 
= M(L^) and Co = CD(L^) while for turbulent ones M = M(Li,, 
X) and CD = CdLk, X) . By ehminating dE/E between Eqs. 
(16) and (18) and between (17) and (18) the so-called canoni­
cal equations are obtained, namely. 

dq = kdLi, + pdX 

d^ = — d Re4 
C 

(19) 

(20) 

which relate the physical variables (q, # ) to the shear layer 
intrinsic variables (Lj, X) . The coefficients P and C are given 
by 

^ = 
kM 

1 + 2kM 
C = Cc(l + 2M)Re4e^ (21) 

The Compressible Shear Layer Equations. The same 
analysis can be performed for compressible laminar and turbu­
lent flows. The corresponding equations are derived following 
a development similar to the one presented in Papailiou and 
Bouras (1990) and Bouras (1992) and are 

FidL, ~ F22dq - ^ d<^ 
Rei 

F33 Juj'Rl 
A„ = 0 (22) 

dX — IdLk + F^dq — 
Re, 

Wi 

oj'Rl 
- A , = 0 (23) 

where the involved coefficients Fi, F22, F33, F44, F55 and the 
normal fluctuation terms A,„ and A^ are functions of the L^, X 
and the external flow Mach number; they are all given in detail 
in Bouras et al. (1991a). In the case of a laminar shear layer, 
the corresponding equations are only slightly different from 
those used for the turbulent case, as discussed in the aforemen­
tioned reference. 

4 The Semi-Empirical Frame 
Closure of the system of integral equations is obtained by 

expressing the flow parameters, at any cross section, in terms of 
the two solution variables (Papailiou, 1981). A semi-empirical 
frame is required for laminar layers as well, in order to replace 
information lost during the integration. The shear layer proper-

0.20 

0.15 

..0.10 

0.05 

attached 
boundary 

layer 

separated 
boundary 

layer 

Laminar 
Turb. Rei,=50000 
Turb. Red.=500000, 

0.00 
-10 

Tl 11 I I [ I I I J I I J 
20 30 40 

Fig. 1 The relation Li,{H,a,) for attached and separated incompressible 
shear layers, (a) laminar, [b] turbulent 

ties at each station can be described by profiles corresponding 
to equilibrium, laminar or turbulent, shear layers. For laminar 
incompressible shear layers, similar solutions (Falkner and 
Skan, 1930) are used. For each equilibrium shear layers, the 
parameter 

n 
dp„ 

ds 
(24) 

remains constant. In order to form the laminar shear layer semi-
empirical frame, analytical expressions for both attached and 
separated velocity profiles are necessary. For laminar layers, 
the work reported by Cebeci and Keller (1971) was used, along 
with Stewartson's transformation. For turbulent incompressible 
shear layers, the Kuhn and Nielsen's (1973) work was used. 
For compressible flows, the generalized velocity of van Driest 
(1951) is used, through which the semi-empirical incompress­
ible expressions are verified. This agrees with Morkovin's 
(1962) hypothesis which gives the possibility to use the incom­
pressible flow turbulence properties for Mach numbers below 3. 
The turbomachinery range of application is thus largely covered. 

While for laminar incompressible shear layers a unique rela­
tionship H^2k(Hnk) for attached and separated flows does exist, 
for turbulent ones, the experimentally established relation 
H^ikiHuk) depends slightly upon the Reynolds number (Papai-
Uou, 1981). On the other hand, for compressible laminar and 
turbulent shear layers, the curves Hi2{Hn) depend strongly 
upon the Mach number. Considering, however, the curves 
H32k(fim} based on the kinematic quantities, they come very 
close to those previously established for incompressible flows 
(Bouras, 1992; Papailiou and Bouras, 1990). These curves pre­
sent a minimum very close to the location of zero wall shear 
stress, used here as the condition for flow separation. At this 
minimum, Lt is set to zero. The corresponding Li,(H,2k) curves 
are illustrated in Fig. 1. Although, the present theory relies 
upon a unique Hj2k(Hi2k) relationship, in practice the Reynolds 
number influence is taken into account, in the vicinity of separa­
tion. This improves considerably the accuracy of the calculation. 

In deriving the basic equations, the normal fluctuation terms 
are retained and this is very important near separation and in 
the separated flow region. In Assassa and Papailiou (1979) 
these terms are modeled, based on limited experimental evi­
dence. Other semi-empirical relations, established for the case 
of extended separated flow regions, Gerolymos et al. (1984) 
model the fluctuation terms, as they appear in Eqs. (2) and (3), 
including the case of the shock/turbulent shear layer interaction. 

In view of what was presented above, l3 and C appearing in 
Eqs. (19) and (20) can be established. Figure 2 presents the 
curves C(Li,) and M{L,,), for laminar flows. Then /3(L(.) can 
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Fig. 2 The functions C and M for Incompressible laminar, attached and 
separated shear layers 

be computed according to (21). For turbulent flow, the values 
of Co{Li„ X) and M(Li„ X) may be computed easily, M(Lk, 
X) from Eq. (15) and CoiL;,, X) from (Papailiou, 1981) 

Cod +r(y - l)/2-Ml) 

H,2(pJpJC/2 

S, {Hn - 1) - K r - DM; 

K Hv. 
- F j O + l (25) 

Corresponding curves for turbulent attached and separated in­
compressible shear layers are presented in Fig. 3. 

5 The Direct Shear Layer Calculation and Its Pre­
diction Capability 

The calculation of the development of shear layers can be 
performed through the canonical equations and the semi-empiri­
cal frame, provided that the initial condition of the shear layer 
and the external flow data are known. The wall geometry and 
orientation must be also given, in order to evaluate the second 
order terms and the influence of Coriolis force and streamline 
curvature. 

The canonical equations have been set up in a form conve­
nient for the solution of the inverse problem. Papailiou (1981) 
has shown that using the present formulation in a direct mode, 
it is possible to pass through the separation point. However, 
since the inverse mode numerically behaves better than the 
direct one, it was decided to solve the equations in the inverse 
mode, even when dealing with a direct problem. 

Ample evidence of the predictive capabilities of the method 
is given in the cited references, for decelerating transitional 

flows (Leoutsakos, 1992), for shock/turbulent shear layer inter­
actions with flow separation and reattachment (Kallas and Pa­
pailiou, 1987), and for flows with mild separation (Papailiou 
and Bouras, 1990, Bouras, 1992). 

6 The Inverse Shear Layer Problem and the General 
Properties of the Image Plane 

Le Foil's Idea. According to what has been said above, all 
quantities characterizing the state of a shear layer at a cross 
section can be specified, once two of them are known. Assuming 
that these are Lj and X, the canonical equations can be expressed 
in the form 

FiiWe ,s,U,X) = 0, i=\,2 (26) 

The common way of utilizing these equations is to specify 
We^{s) and compute the properties of the shear layer in the 
form Lt(i) and X(i) (direct problem), or in the intrinsic form 
U = U{X). 

It is also possible, however, to start by specifying L^(X) and, 
through the same equations, compute the distribution Wi^(s). 
In other words, it is possible to select the desired shear layer 
properties and then calculate the velocity distribution which is 
necessary to produce it. Either the computed or the selected 
LkiX) curve can be traced on the (L ,̂ X)-plane. It is then 
evident that, if general shear layer properties are available on 
the same plane, one may select a curve L^iX) with the desired 
properties and produce, using Eqs. (26), the velocity distribu­
tion allowing such a shear layer to develop. Consequently, it is 
essential to identify as many general shear layer properties as 
possible on the (L ,̂ X)-plane, which will be referred to as the 
image plane. 

The Laminar Image Plane. The laminar incompressible 
flow image plane is presented in Fig. 4 where the M = const 
and the Co = const curves have been traced. The M = const 
curves (as M depends only on L^ and L^ = const defines a 
laminar equilibrium shear layer) are image curves of laminar 

Fig. 3 The functions M and C for turbulent attached and separated 
incompressible shear layers 
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Fig. 6 Turbulent equilibrium shear layers 

equilibrium shear layers. The equilibrium shear layer L* = 0 is, 
by definition, on the verge of separation and splits the image 
plane into an upper part (L^ > 0) containing all attached laminar 
shear layers and a lower part (L^ < 0) with the separated ones. 
For all equilibrium laminar shear layers, at successive stations, 
the velocity profiles are similar, the skin friction coefficient and 
form factors Hnk, H^^k and L̂  are constant, while the Reynolds 
numbers Rei = Re((5i), Rea = ReC^a) and Res = Re(63) are 
increasing. Consequently, for all equilibrium shear layers, X is 
an increasing quantity with distance, justifying the choice of X 
as a solution variable. As dElE, dX are both positive, Eq. (18) 
gives M > —0.5. The same reasoning can be applied for turbu­
lent flows for which the quantity (1 + 2kM) is also positive. 
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Fig. S The Turbulent Image Plane (a) ISO-CD lines, (b) iso-M lines 
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The limit M = -0 .5 where all shear layers cease to exist is 
shown in Fig. 4. For laminar separated shear layers, the limit 
is set by the equilibrium shear layer for which dp/dx = 0. This 
can be found in Schlichting (1962) who reports that two similar 
solutions exist for each value of O in the interval between the 
flat plate laminar shear layer (M = 0) and the one corresponding 
to separation (M = 0.329); one for attached and the other for 
separated flow. Consequently, for Lk < 0, the lower limiting 
case is that of the flat plate equilibrium laminar shear layer. 

It is also possible to trace Schlichting's neutral stability curve 
L„{X) on the image plane. It is known that two-dimensional 
disturbances of any frequency are damped for a Reynolds num­
ber smaller than the critical one. Below this curve the laminar 
shear layer is unstable in the Tollmien-Schlichting mode. Note 
that this curve cuts the limit M = -0.5 at X = 10.2. Conse­
quently, for higher values of X, stable laminar layers do not 
exist. For low enough Reynolds numbers, the stability curve 
is compatible with the decelerating flow and cuts the laminar 
separation line at X = 3.2. 

The Turbulent Image Plane. The turbulent image plane 
is presented in Fig. (5a) and (5b), where the Co = const and 
M = const curves have been traced, respectively. Again, the 
locus Lk = 0 denotes separation. The upper limit for turbulent 
shear layers (kM = -0 .5 , or M = -0.50 for k = 0.85) appears 
on this plane. The turbulent equilibrium shear layers are pre­
sented separately in Fig. 6, for attached and detached flows. 

Consider, now, Eq. (16) for an unseparated flow. According 
to this equation, the flow deceleration (dq < 0) can be obtained 
by either requiring dL,, to be negative or/and dE to be positive. 
The part of the deceleration which is done by increasing E is 
the one which is realized by consuming kinetic energy. The 
part which is done by decreasing Lk is the one which is realized 
without losses. During this decrease in Lk, the velocity profile 
is deformed and the outer layers transfer kinetic energy to the 
inner ones in order to overcome the imposed pressure gradient. 
The possibility of flow deceleration without consuming kinetic 
energy (that is, without losses) must be examined in connection 
to the negative limiting value of dLJdX. From Eq. (16) this 
part of deceleration may be computed through 

kdLk = dq (27) 

We shall discuss now the maximum possible deceleration 
for attached turbulent shear layers, expressed by the maximum 
negative value that the slope dLJdX may assume. No theoreti­
cal answer can be given. However, it may be demonstrated (Le 
Foil, 1965), that an image curve X = const which decelerates 
a shear layer without losses implies transfer of kinetic energy 
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from the shear layer to the external flow (negative entrainment). 
Even if this may be possible, although still debatable, one may 
consider as limiting case the following 

dLk 

dX 
-0.5 (28) 

It can be shown, Papailiou (1981) that a very steep slope dLJ 
dX, lower than -0.5 is experimentally possible. The practical 
consequences, however, of using lower dLJdX values being 
rather limited, we shall content ourselves with the limit of -0 .5 . 

The range of Lj indicates that the part of the deceleration 
realized without losses (considering that separation is to be 
avoided) is rather small compared with the current applications 
demands. Eq. (16) shows that for a certain increase in losses, 
the maximum deceleration can be realized when the coefficient 
M is maximum, as k is constant. Consequently, the locus of 
maximum M is the locus of the optimum deceleration. For 
unseparated laminar shear layers, such a locus does not exist, 
because M(Lk) (as can be seen in Fig. 2) is a monotonic func­
tion, increasing continuously up to separation. For turbulent 
unseparated shear layers, however, such a locus does exist. Fig. 
3, in the attached region and far from separation. A minimum 
value of M exists in the separated flow region, which indicates 
that along the corresponding locus, a deceleration is carried out 
with the maximum of kinetic energy loss. The locus of optimum 
deceleration L^iX) is presented on the image plane, Fig. 5. 

The Compressibility Effects. Results concerning com­
pressible turbulent shear layers indicate that the equilibrium 
shear layers and the locus of maximum M maintain approxi­
mately their position on the image plane, provided that, instead 
of X, the quantity 

X, = In Re,, + 2L, (29) 

is used as abscissa in the compressible image plane. Indicative 
resuhs shown in Bouras (1991a) prove that the initial image 
plane remains practically unchanged for Mach numbers up to 
2.5. 

On the other hand, the equation corresponding to (16) for 
compressible rotating flow reads (Bouras et al, 1991a) 

dE 
kFidLt = Fidq + kM — + 

E 
Mz —T d\ 

tj'R' 
(30) 

We can see that the aforementioned reasoning concerning opti­
mum deceleration, is still valid for Eq. (30), in spite of the 
presence of the functions Fi and F2, while the last term acts as 
moderator. 

7 Conclusions 

In this paper, theoretical work concerning the development 
of a direct and inverse viscous flow calculation method, capable 
to predict the behaviour of compressible shear layers (laminar 
and turbulent) developing along rotating or stationary blades 

was presented. The method predicts both attached and separated 
flows. The general characteristics of laminar and turbulent shear 
layers are established and the background information for the 
development of a blade design and optimization method (which 
is outlined in a joint paper) is set up. 
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Arbitrary Blade Section 
Design Based on Viscous 
Considerations. Blade 
Optimization 
A blade design and optimization procedure is presented in this work, which is based 
on viscous flow considerations. This procedure concerns the design of optimum 
rotating arbitrary compressible high subsonic compressor and turbine blade shapes. 
It takes into account the effects of wall curvature and Coriolis force on turbulence, 
while it allows the variation of stream surface radius, along which the blade shape 
is placed, as well as streamtube width, with meridional distance. In order to establish 
the inverse part of the viscous optimization procedure, aspects such as laminar 
stability, transition, optimum deceleration and, more generally, the behaviour of 
compressible attached and separated shear layers are discussed. A plane on which 
all the general properties of the compressible laminar and turbulent shear layers 
appear, is constructed and the generation of optimum shear layers for the critical 
side of the blade shape is established. The complete optimization (design) procedure 
is then described and discussed, while various designs realized by the present proce­
dure are presented at the end of this paper. 

1 Introduction 
The material presented in this work can be used for different 

types of design. Furthermore, the design process is full of con­
straints and compromises, so that one cannot pretend that any 
one of the present day theories may give the optimum solution. 
What the designer desires to possess, however, is a reliable and 
flexible tool, which can help him evaluate the situation at hand. 
In addition, this tool must have a reasonably fast response, when 
an interactive computing procedure is used. 

The main objective of the present work is to create a tool for 
optimizing the viscous behaviour of the flow, particularly in 
view of designing arbitrary compressor and turbine blade sec­
tions for Mach numbers, which may reach locally supersonic 
values. 

Regardless of how the optimization problem is set and what 
constraints are imposed, two parameters are playing the most 
important role. The blade circulation (or the peripheral force) 
and the absolute total pressure losses. Then, constraints such as 
a desired low loss incidence interval (in order to ensure enough 
margin for stall) or an adequate blade thickness in the proper 
places and a convenient position of the center of gravity of 
the blade section (in order to ensure the desired mechanical 
properties) are considered separately, once the blade section 
shape is established. Consequently, two different computing 
tools are necessary; one, which deals with the viscous effects 
and a second one which deals with the inviscid external flow 
both in direct and inverse mode. 

In Bouras et al. (1991), the background information was 
developed for both viscous calculation methods and the founda­
tions for viscous optimization have been layed out. In Bonataki 
et al. (1993), the inverse inviscid calculation method is de­
scribed. Centrifugal and Coriolis forces effects on turbulence 
as well as for the variation of the streamtube thickness along 
meridional distance are very important in turbomachinery appli-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
July 28, 1995; revised manuscript received December 4, 1995. Associate Techni­
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cations. These effects are taken into account in the present work. 
If these effects were not taken into account, this may rule out 
application of this methodology to radial machines, while for 
axial machines there would be left too much room for interpreta­
tion. The direct inviscid calculation method is not presented 
here, as such methods constitute a standard calculation tool. 

The inverse (design) procedure may be performed for one 
incidence only. Then, the direct inviscid calculation method, 
along with the direct counterpart of the viscous calculation 
method are used, in order to analyze the designed blading per­
formance for a number of-off design incidences. For the com­
plete calculation (direct and inverse), changes in the data used 
in the previous design used data are usually made and the proce­
dure is repeated. 

Since the first publication of the viscous flow calculation 
method by Le Foil (1965) concerning turbine cascade design 
and the subsequent publication of the work of Papailiou, 1981, 
on compressor cascade design, an important amount of work 
has been done relatively to the method, which, however, was 
pubUshed in a rather fragmentary way. 

During this presentation, we did our best to describe the 
method in a brief but comprehensive way, putting emphasis on 
the parts that have not yet been published. In Section 2, it will 
be described how an optimum image curve is constructed. In 
Section 3 a very brief description of the wall curvature and 
Coriolis force effects on turbulence will be presented and in 
Section 4 various examples of blade section design will be 
presented and discussed. 

2 Individual Sliear Layers and the Optimum Image 
Curve 

In Section 6, Bouras et al. (1991), Le Foil's idea, and the 
general properties of the image plane were analyzed. In this 
section it will be examined how we select an optimum image 
curve Lk(X) for the most critical shear layer of the blading, 
that is the suction side for the axial flow machines and the 
pressure side for the radial flow ones. Axial machines will be 
considered first and only comments on radial machines will be 
given. 
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Fig. 1 Optimum image curve for the suction side of a blade section 

The optimization is based on the following principle. The 
dissipation factor is one order of magnitude higher for turbulent 
than for laminar layers. In addition, the minimum value of the 
rate of dissipation which is represented by l/M (see Eq. (23) 
in Bouras et al , 1991), is about three times smaller for turbulent 
layers. This minimum has been established for attached shear 
layers, far from separation. Therefore, the turbulent flow should 
be restricted to the decelerated flow region while deceleration 
must follow the optimum one, as close as possible. 

The rest of the flow, starting from the leading edge, must be 
laminar. Near the leading edge, Wsew becomes proportional to 
the arc length, since this is the form of the potential flow close 
to a cylinder stagnation point. This is achieved with L̂  = .0436 
for X -^ -00. For the laminar shear layer, Schlichting's curve 
(Schlichting H., 1962) presents an optimum image curve, since 
M takes its maximum possible value, as long as laminar instabil­
ity has to be avoided (see Fig. 13(a) in Bouras et al , 1991). 

The laminar part of the optimum image curve has been pre­
sented as OABCI in Fig. 1. The design is being done for the 
minimum Reynolds number of operation which is the most 
critical for turbulent shear layers. Following the initial stagna­
tion point region, a part with ^i = 0 (flat plate) is being used, 
if necessary, in order to avoid the deceleration part of Schlicht­
ing's curve (see Papailiou, 1981), and the corresponding veloc­
ity peak. 

The segment (BC) that follows corresponds to a shifted 
Schlichting's neutral stability curve by a distance depending on 
the range of Reynolds number of operation. This is due to the 
fact that, as it has already been proved by Papailiou (1981) an 
increase in Reynolds number displaces the image curve to the 
right, while a decrease displaces the image curve to the left. 
This distance is selected, so that, when the overall Reynolds 
number is increased, the corresponding displacement of the im­
age curve to the right never exceeds Schlichting's neutral stabil­
ity curve. 

" / " represents the point where instability (in the Tollmien-
Schlichting 2-D mode) is first introduced for the lowest Reyn­
olds number of operation. The distance between the point of 
instability and the region, where the actual transition takes place, 

depends, at least, on the turbulence level of the external flow 
and on the pressure gradient. A crude criterion is used here, 
which has been proposed by T. S. Wilkinson (see Papailiou, 
1981, for details) and proved satisfactory for present purposes. 

Assuming, that transition has taken place at S, the turbulent 
part of the image curve is examined. This part must realize an 
optimum deceleration and starts with a segment of a straight 
line and a slope which ensures the continuity of the derivative 
dq/d^ at transition. Then, according to the principles estab­
lished above for the optimum turbulent deceleration, the locus 
L,(X) is followed. In the last part of the image curve, the limit 
deceleration is employed until the locus Lj = 0 is reached, if 
we decide to avoid separation. Thus, one may profit, as much 
as possible from the part of the deceleration which can be 
realized without losses. Of course, this part can continue in the 
separated flow region, if incidence considerations permit it. 

The first design image curve, shown by the dashed curve of 
Fig. 1, consists of segments of straight Unes, which are selected 
as follows: 

OA corresponds to the flow in the neighborhood of the leading 
edge, for which W^e ~ s. It is specified by /3i = 1 and L^ 
= .0436. 

AB a straight line joining OA to segment BC 
BC a curve corresponding to 0, = 0, in order to avoid the 

region of decelerated flow which is associated with 
Schlichting's curve {Xg = 5.2, Xc = 5.8). 

CI the curve L^ = L„(X + 0.5) 
IS a line defined by the slope dLJdX = - . 2 , which is such 

that for levels of free stream turbulence greater than 1.5 
percent, transition will occur between I and S. 

SD a segment whose slope is defined by the condition that 
the derivative dqld^ of the velocity distribution should 
be continuous at the transition point. 

DE the curve Lk = L^iX) + .02, where .03 represents a safety 
margin {XE = 8.3). 

EF a final drop to close to separation with the maximum 
deceleration, i.e., dLJdX = —.5. 

The velocity distribution corresponding to this initial image 
curve, can be obtained by integrating the established equations 
(Bouras et al , 1991), while a smoother velocity distribution 
can be obtained by rounding off the comers of the first image 
curve and this is the one plotted as a full curve on the Fig. 1. 

Admitting that the external flow turbulence is such that transi­
tion takes place between points I and S, it is necessary to check 
that separation is avoided when transition point is any point of 
the segment (IS). To demonstrate this, calculations have been 
performed, using the external velocity distribution correspond­
ing to the image curve ABCISDEF, assuming, in Fig. 1, that 
transition takes place at various points between I and S. They 
are presented in Fig. 1, where it can be seen that the image 
curve corresponding to point Ts is just critical, bringing the 
final image point to incipient turbulent separation while the 
image curve corresponding to point Ti^, presents a part of turbu­
lent separated flow. From what has been said in Section 6, 
Bouras et al. (1991) it can be easily deduced that the same 
principles apply for the compressible case. 

Nomenclature 

Co = kinetic energy dissipation factor 
Cf = skin friction coefficient 
Lif = form factor 
L„ = Schlichting's neutral stability 

curve 
Re, = Reynolds number based on arc 

length 
Rcj = Reynolds number based on energy 

thickness 

i = arc length 
X =\n (Res) + 2Lk, abcissa of image 

plane 
W = relative velocity 
# = Reynolds number 
u> = rotation speed 

Subscripts 
e = external flow 

/ , F = final 
/ = Instability 

ref = reference values 
s = tangent to the wall 
T = transition 
t = turbulent 

w = value at wall 
1 = inlet 
2 = oudet 
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Looking at this optimum image curve we may see that, once 
the abscissas Xr and XF have been defined (transition and final 
points), the whole optimum image curve has very closely been 
defined, as well. This last property may help us to solve the 
next problem, which is how to choose one particular image 
curve, once the general requirements of a particular design have 
been specified. These requirements are usually imposed in the 
physical plane, hence the necessity to relate the general proper- 
ties of the two planes. This will be done in what follows. 

The most interesting properties of a velocity distribution des- 
tinated for suction side are: 

(a) The overall Reynolds number of operation, which is 
imposed. 

(b) The maximum velocity appearing on the suction side. 
Mach number or noise considerations may demand it 
to be as low as possible. 

(c) The mean velocity appearing on the suction side. Its 
value expresses the contribution of the suction side to 
the blade circulation. 

(d) The losses or some other property of the shear layer. 

Let us consider the absolute losses of the suction side. The 
pressure side losses have to be added to them and their sum 
has to be compared with the circulation per blade, before an 
estimate of the mass averaged loss can be made. Considering, 
now, the first three mentioned properties one may relate them 
to the two variables Xr and XF, which define the optimum image 
curve.  

Figure 2 presents curves relating the above mentioned veloc- 
ity distribution properties with the shear layer intrinscid proper- 
ties for all incompressible optimum image curves. Correspond- 
ing curves have been established for various exit Mach number 
levels as well, but are not presented here. Details concerning 
the construction of the graphs and the reasons for selecting the 
variables serving as abscissae, can be found in Papailiou ( 1973, 
1981). 

Closing this section, the importance of "centrifugal" forces 
has to be underlined. As centrifugal forces will be denoted 
nonconservative forces and more particularly their components 
normal to the mean flow direction. Their effects are particularly 
important for turbomachinery applications, Papailiou (1981) 
and expressions for dissipation factor CD have already been 
developed following the work of Bradshaw (1967) and John- 
ston (1970). These expressions can be found in Papailiou 
(1981) for attached flow and in Bouras et al. (1991) for sepa- 
rated flow. 

3 Results and Discussion 

So far, various aspects of the design procedure for arbitrary 
blade sections in turbomachinery applications have been dis- 
cussed. Before demonstrating how these tools may be used, it 
must be kept in mind that each application has its own peculiari- 
ties and constrains through a preliminary investigation. Conse- 
quently, it is important, that the designer is acquainted with the 
order of magnitude of the various design parameters and the 
shape and level of the various distributions of the input quanti- 
ties. The inverse methodology offers considerable flexibility, 
giving no constrains at all to the geometric shape, but, on the 
other hand, it cannot take into account directly all the important 
constrains of the problem. In this respect, one has to keep in 
mind that the inverse tool alone doesn't provide the best results. 
A direct computational procedure must be used, for guidance, 

An incompressible flow design case, Papailiou (1971) of a 
compressor blading will be considered, first, for which a 45 deg 
inlet air angle was specified with axial discharge. The blade 
chord Reynolds number was equal to 3 x l0 s. No additional 
constraints were imposed, other than that the blade ought to be 
manufacturable. For two-dimensional flow the velocity ratio 
Ws~i/W,~2 = .707 and, admitting that W, ...... /Wse~ = 1.3, the ratio 
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Fig. 2 Calculation results which connect the overall properties of the 
velocity distribution (mean velocity, maximum local velocity and Reyn- 
olds number based on total arc length) with the overall intdnscid proper- 
ties IX r  and XT) of an optimum image curve 

W . . . . . .  /Wse 2 equals to 1.84. Considering Fig. 2, it is possible to 
see that combining the Reynolds number and the maximum 
velocity requirements, as well as the requirement to get a ratio 
Ws ........ /W,,.2 as high as possible, a good first compromise may 
be achieved taking Xr = 8.2 and Xp - Xr = 2.2. 

Once the overall intrinsic values of the image curve were 
specified, the optimum image curve for the blade suction side 
was constructed while the corresponding suction side velocity 
distribution was then calculated and is presented in Fig. 3. A 
pressure side velocity distribution was matched to it and, using 
a conforrnal mapping inverse method a blade shape was issued, 
Fig. 3. 

One may find quite a few deficiencies in this first design, the 
most important being that the influence of curvature effects on 
turbulence were not taken into account. On the other hand, the 
corresponding blade shape was thin and the design was per- 
formed for incompressible flow. When the blade was tested in 
the VKI cascade wind tunnel, it was found that, due to the high 
loading, lateral flow convergence was important and, although it 

• was assessed that transition was located were it was introduced 
theoretically, the velocity distribution was diverging from the 
theoretical one and so were the losses, This situation is de- 
scribed in Fig. 3. Subsequent tests conducted in Pratt & Whitney 
in 2-D conditions, however, demonstrated that the experimental 
velocity distribution was very close to the theoretical one and 
so were the losses. Experimental results obtained in Pratt & 
Whitney, demonstrate that the level of losses of the optimized 
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loaded compressor blading 

blade is quite below that of the NACA 65-series and that its 
off-designed behavior is quite remarkable. 

A redesign of this case was undertaken, for an inlet Mach 
number of 0.7 and the same overall Reynolds number and inlet/ 
outlet flow angles. In addition, it was aimed to obtain a thicker 
blade than the previous one. The same procedure with the one 
described for the previous case was employed for the redesign. 
Two more effects were taken into account during this proced-
uree. The first one concerned the influence of the exit Mach 
number on the curves presented in Fig. 2 and the second one 
the influence of the curvature on the locus of optimum decelera­
tion. In fact, the optimum deceleration locus was displaced in 
agreement with the modified M{Lk,X)-curves, when curvature 
effects were introduced. Of course, these effects are not a priori 
known, depending on the curvature of the blade section. For 
this particular design the curvature effects of the first calculated 
blade section were taken into account. 

Calculation results are presented in Fig. 4. It can be seen that 
the blade is thicker and the Mach number is locally almost 
sonic. In addition, the circulation is higher than that of the 
previous case, resulting to a higher pitch to chord ratio. Finally, 
the calculated level of mass averaged losses was found to be 
0.028, a value which is low and quite comparable with the one 
reported for the previous case. 

The case of a wind turbine will be examined, next. Analysing 
the hub blade section of an existing wind turbine, Bonataki et 
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Fig. 5 Optimized hub blade section for an horizontal wind turbine 

al. (1991), it was found that considerable separation was pres­
ent. The analysis was performed with the direct calculation tool 
presented in Section 5, Bouras et al. (1991). A redesign was 
decided, the target being to suppress separation for the incidence 
considered (design incidence of the machine) and optimize the 
losses. Besides, the same overall target was maintained (number 
of blades, circulation per blade and overall Reynolds number). 
Figure 5 presents the velocity distribution and resulting blade 
shape from the redesign. In the same figure, the suction side 
image curves are presented for the original and redesigned blade 
sections. In order to obtain this new design, a compromise was 
accepted on the basis of information supplied from Fig. 2. On 
the other hand, velocity distribution levels and details near the 
leading and trailing edges were chosen in order to conserve the 
original blade section maximum thicness. Of course, the design 
procedure was not straightforward and a small number of opti­
mum suction side image curves were considered for the same 
overall Reynolds number, such that the corresponding 1V,<,.„,„,„ 
value was near maximum. As it can also be seen from the image 
curves presented in Fig. 5, no separation is present for the 
new design. On the other hand, from both inverse and direct 
calculations. It can be seen that the mass averaged losses for 
the redesigned blade section are four times less than those of 
the existing one. 

The third case examined here will be an axial turbine one. 
The blade section, taken from the open literature and reported 
in Bonataki et al. (1993) was used as a basis for comparison. 
Its blade shape and the corresponding Mach number distribution 
are presented in Fig. 6. The blade was analyzed using the direct 
computational tool presented in Section 5, Bouras (1991) for 
design conditions. It can be seen Fig. 6 that the velocity peak 
near the inlet is important enough to induce transition at a 
distance from the leading edge equal to 12 percent of the chord. 
Very probably transition was intended to be located after the 
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Fig. 6 A conventional turbine rotor blading and the corresponding Macli 
number distribution, taiten from the open literature (see for details, Bona-
taid, 1991) 

second velocity peak. As things stand, the calculated level of 
the losses is equal to 3.7 percent of the outlet dynamic head. 

The present inverse calculation procedure was used, in order 
to obtain a new blading with the same circulation. The maxi­
mum suction side velocity level was kept about the same and 
so was the blade chord Reynolds number. Furthermore, the final 
value of XF selected was lower than the corresponding value 
calculated for the original blading. The resulting blade shape is 
presented in Fig. 7 along with the external flow Mach number 
distribution. The losses for the new design were calculated equal 
to 2.8 percent of the outlet dynamic head. The difference in the 
level of losses between the original and the new blading is not 
surprising in view of the location of the transition point in the 
original design. 

Finally, comparing the two designs, one may remark the 
larger leading edge radius of curvature of the new design and 
the somewhat unconventional shape resulting for a rotor, com­
pared with the original design. 

The inclusion of curvature and Coriolis force effects in the 
design procedure must be further discussed. Results of similar 
calculations performed for the suction side of the blade radial 
part of a centrifugal compressor demonstrate that, in the pres­
ence of strong Coriolis forces, the deceleration that this part of 
the blade can sustain is very limited. Consequently, the design 
of radial machines is influenced considerably by these effects. 
In fact, the design of a new version of a radial compressor, 
Cyffers et al. (1979) Bois et al. (1984) was realized taking 
them into account. The design aim was to reduce the axial length 
of the compressor for the obvious advantages of a multistage 
arrangement. The compressor pressure ratio was TT = 1.5 and 
its mass flow rate m, = 8 kg/s. Results of the calculations are 
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Fig. 7 The turbine blading and the corresponding Mach number distri­
bution resulting from a redesign of the blading presented in Fig. 6 
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Fig. 8(c) Pressure side case 

Fig. 8 Case of a radial compressor. Effect of Coriolis force on the suc­
tion and pressure side shear layers. 

presented in Fig. 8. They concern the blade suction and pressure 
side velocity distributions along the mean stream surface. The 
variation of the streamtube width and radius was taken into 
account along with the effects of compressibility, wall curvature 
and Coriolis force. The shear layer calculation penetrated inside 
the reverse flow region. 

368 / Vol. 118, JUNE 1996 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



It can be seen from Fig. 8 that the finally admitted velocity 
distributions are such that the deceleration is rather mild on the 
suction side and severe on the pressure side. The centrifugal 
force impact is such that finally separation is provoked near the 
suction side trailing edge, while it is suppressed all together on 
the pressure side. 

Details on the radial compressor and the tests that were per­
formed in the Ecole Centrale of Lyon, can be found in Bois et 
al. (1984). The overall isentropic efficiency of the compressor 
(including the scroll) at the design point was 0.84, a figure 
which can be considered rather satisfactory for this high hub to 
tip ratio design. The impeller efficiency at design point was 
found to be 0.90 and equal to the computed one. This figure, 
however, cannot alone explain the good overall efficiency. We 
believe that this was obtained due to the limited separation 
admitted for the impeller, which provided the diffuser with good 
inlet flow conditions. The unusual hub shape resulting from the 
redesign, was formed in this way in order to obtain the desired 
velocity distributions with easily manufacturable blades and the 
original casing. 

5 Conclusions 
In this work, a design procedure was presented, for the 

calculation of arbitrary blade sections for turbomachinery 
applications. This procedure which is fully inverse, takes 
into account the effects of viscosity. In addition, it estab­
lishes a number of elements, which can be used for optimi­
zation, putting the accent especially on viscous effects. Var­
ious examples were examined which are considered repre­
sentative, but the whole domain of application is not covered 
yet. Although all aspects were not covered, it is evident 
that viscous effects cannot be neglected during the design 
process and that we possess the required information in 
order to take them into account. 
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The Simulation of IVIixing Layers 
Driven by Compound Buoyancy 
and Shear 
Fully developed compound shear and buoyancy driven mixing layers are predicted 
using a k-e turbulence model. Such mixing layers present an exchange of equilibrium 
in mixing flows. The k-e buoyancy constant C^j = 0.91, defined in this study for 
buoyancy unstable mixing layers, is based on an approximate self-similar analysis 
and an accurate numerical solution. One-dimensional transient and two-dimensional 
steady calculations are presented for buoyancy driven mixing in a uniform flow 
fleld. Two-dimensional steady calculations are presented for compound shear and 
buoyancy driven mixing. The computed results for buoyancy alone and compound 
shear and buoyancy mixing compare well with measured data. Adding shear to an 
unstable buoyancy mixing layer does not increase the mixing growth rate compared 
with that from buoyancy alone. The nonmechanistic k-e model which balances energy 
generation and dissipation using constants from canonical shear and buoyancy stud­
ies predicts the suppression of the compound mixing width. Experimental observations 
suggest that a reduction in growth rate results from unequal stream velocities that 
skew and stretch the normally vertical buoyancy plumes producing a reduced mixing 
envelope width. 

Introduction 

An unstable thermal stratification occurs when cold fluid 
overlays warm fluid under the influence of gravity. The buoy­
ancy of the cool (heavy fluid) above the warmer (light fluid) 
makes the thermal interface unstable and causes the two fluids 
to mix. More generally, an acceleration directed from the heavy 
fluid to the light fluid imposes a pressure gradient at the density 
interface that drives the development of Rayleigh-Taylor insta-
biUty (Taylor, 1950 and Chandrasekhar, 1961). The initial lin­
ear instability gives way to nonlinear mixing as heavy fluid falls 
through light fluid and light fluid rises through heavy fluid. In 
the nonlinear, three-dimensional process, vortices form between 
the moving fluid interfaces which leads to turbulent mixing. 
More typical of an application is that buoyancy often is accom­
panied by shear. Buoyancy produces a normal force at the inter­
face, while parallel ^(reams of unequal velocity produce a tan­
gential shear force at the interface. Free shear perturbations 
arise as Kelvin-Helmholtz instabilities and are followed by 
growth and pairing of vortices that eventually form a turbulent 
mixing layer as observed by Brown and Roshko (1974). 

Unstable thermal stratification occurs in both environmental 
and industrial processes (Sharp, 1984). Compound buoyancy 
and shear mixing occur in nature from effluent discharge into 
rivers and estuaries or from flow into ponds, lakes, or reservoirs 
(Imberger and Hamblin, 1982). Above the atmospheric bound­
ary layer, buoyancy turbulence from phase change forms orderly 
plumes of cumulus clouds (Deardorff, 1970 and Vinnichenko 
et al., 1980). In heat exchangers, cold fluid enters the top of 
the exchanger, falls rapidly, and mixes with the warm fluid 
underneath. Swirl is used in pipes and internal combustion en­
gines to generate an unstable thermal layer and promote heat 
transfer (Dhir and Chang, 1992). Furnaces and combustion 
chambers introduce cool fuel mixtures over hot gases, and 
chemical reactors mix chemicals of different densities. All these 
applications exhibit closely coupled compound buoyancy and 
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shear flows. This close coupling between canonical shear and 
buoyancy results in compound interactions that are poorly un­
derstood and lead to a novel mixing process. Indeed, this com­
pound buoyancy and shear presents an intriguing situation of 
two canonical equilibrium flows that exchange equilibria as 
the flow develops. Developed shear layers grow linearly with 
distance (Rajaratnam, 1976), while unstable buoyancy driven 
layers grow quadratically with streamwise distance (Youngs, 
1984). The mixing process progresses through shear dominated 
flow with a linear growth rate to end with buoyancy mixing 
with a quadratic growth rate. 

Calculations for developed shear layers have been made with 
turbulence models, such as that by Launder et al. (1973), and 
by direct numerical solution such as that by Comte et al. (1989) 
and Rogers and Moser (1994). Rayleigh-Taylor mixing from 
initially stagnant layers has been calculated using a transient, 
two-fluid model without a turbulence model by Youngs (1991), 
and a direct numerical solution by Li (1993). The prediction 
of compound buoyancy and shear mixing has been largely di­
rected at the stable mixing layer (light fluid above heavy fluid). 
However, Andrews and Spalding (1990) reported "tilted" ex­
periments where large scale overturning motion superimposed 
a shearing across a Rayleigh-Taylor mixing interface. Snider 
and Andrews (1994) presented detailed experiments of com­
pound shear and unstable buoyancy mixing. 

This study simulates fully developed compound shear and 
unstable buoyancy mixing in a plane layer using a two-equation 
turbulence model. Figure 1 illustrates a compound shear and 
buoyancy mixing layer. Turbulence transport is modeled by an 
eddy-diffusivity relation with closure completed using a two 
equation k-e turbulence model. The k-e turbulence closure 
model (Launder and Spalding, 1974) was chosen because of 
its popularity and its success in predicting a variety of turbulent 
flows. The model has recognized limitations (Bradshaw et al., 
1991) with one major shortcoming being that its accuracy partly 
depends on empirical constants tailored for specific situations. 
This is especially true of the buoyancy dissipation constant C^^ 
(Eq. (7)) . Reported values for Ĉ s range from 0.8 to 1.44 and 
are often defined together with a Richardson number (Rodi, 
1991, 1993 and Yang and Aung, 1985). Launder (1988) used 
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Fig. 1 Illustration of the buoyancy and shear mixing layer 

Cs = d in calculating flow near a heated vertical wall. Hanjalic 
and Vasic (1993) reported C ĵ = 0.8 for an accurate prediction 
of pure buoyancy driven flows. In this study, the turbulence 
constant Ĉ s that appears in the buoyancy term of the dissipation 
is carefully evaluated from an analytical self-similar solution 
and an accurate numerical solution. 

The turbulence model has been used successfully to simulate 
stable stratified flows where buoyancy suppresses the growth 
of the shear layer (Tennekes and Lumley, 1972). Calculations 
in this study are presented for unstable buoyancy and shear 
driven mixing. It might be expected that addition of the two 
unstable mixing mechanisms would increase the mixing layer 
growth rate beyond that of either of the two individual layers. 
This study shows that the k-e model predicts a suppression of 
the buoyancy layer growth rate from addition of shear. The 
structure of experimentally measured data is examined to evalu­
ate the validity of the calculated behavior. From a practical 
point this result indicates that shear can be used to mitigate the 
mixing growth due to unstable buoyancy, or conversely, unsta­
ble buoyancy can be used as a limited means to promote shear 
mixing. 

Experimental Data. This numerical work makes use of 
experimental data from Snider and Andrews (1994) who devel­
oped a statistically steady experiment where buoyancy and shear 
were copresent and independently controlled. Details of the 
experiment can be found in Snider and Andrews (1994). Two 
parallel flowing water streams were separated by a thin splitter 
plate. At the end of the splitter plate, the flows met. A buoyancy 
unstable interface formed if the stream temperatures were differ­
ent. An unstable shearing interface formed if the velocities were 
different, and a compound mixing layer formed if both tempera­
tures and velocities were different. The mixing angle was cho­
sen to be small to ensure parabolic flow. 

Governing Equations and k-€ Model 

The water mixing layer is a Newtonian incompressible fluid 
with constant kinematic viscosity. Temperature differences are 
small and density variations are limited to the buoyancy terms 
using the Boussinesq approximation. The ensemble averaged 
equations for conservation of mass, momentum, and energy 
equations are: 

du dv 
— + — = 0 
dx dy 

du du du 
— + V — 
dx dy 

1 dp 
+ v 

p dx 

dv dv dv 
— + U hi) 
dt dx dy 

dT dT dT 
1- U hi) 

dt dx 3 j 

d^u d^u 

1 dp 

P dy 

du'u' du'v' 
+ dx dy 

(1) 

(2) 

d^ dV 

dx^ "̂  dy^ 

dv'u' Sau'ij ' 
+ dx dy 

+ pg(T-T„) (3) 

K 

f^p 

r d^T d^T] 
4-

L dx^ dy^ J 
— 

dT'u' dT'v' 
1 

dx dy 
(4) 

where u and v are ensemble average velocities and p, p, and 
T are ensemble averaged pressure, density, and temperature, 
respectively. The expansion coefficient is /3 = -{\lp„)l{dpl 
dT), and T„ and p„ are the mean temperature and corresponding 
density. The «', v', p', and T' are fluctuating components. The 
u'u', v'v', and u'v' are the ensemble averaged Reynolds 
stresses, and u'T' and v'T' are the turbulent heat fluxes. Clo­
sure is completed using a Boussinesq approximation and a tur­
bulent kinetic energy and kinetic energy dissipation model. The 
equations of closure are: 

u u = —v,\ 2 —• 
dx 3 • 1 ^ , 

r, dv\ 2 , 
2 — + -k 

dy) 3 

du dv 

dy dx 
{5a) 

Nomenclature 

A = Atwood number: A = (pi 
- P2)/(Pl + Pi) 

C/i, C j i , 

Ca, Cc3 = constants in turbulence 
model 

Civ, Cj,, 
C,, Cp = constants in assumed self-

similar profiles 
B = equation (20) 
g = gravity acceleration 

G,, = production of kinetic en­
ergy from shear 

Gfc = production of kinetic en­
ergy from buoyancy 

h = half-width of the mixing 
layer (see Fig. 1 and Fig. 8) 

k = ensemble averaged turbu­
lent kinetic energy 

/ = turbulent length scale 
p = ensemble averaged pressure 

Ri = Richardson number 
t = time 

T = ensemble averaged temperature 
To = reference temperature 

r , , Ta = freestream temperatures 
u,v = ensemble averaged velocities 

u', v' = fluctuating velocities 
t/|, i/2 = freestream velocities 

X, y = spatial coordinate in stream-
wise and vertical directions, re­
spectively 

a = buoyancy growth constant 
P = coefficient of expansion 
6^ = vorticity thickness 
K = thermal conductivity 
u = kinematic viscosity 

v, = turbulent kinematic viscos­
ity 

T' = fluctuating temperature 
u'iUj = Reynolds stress 
T'uj = fluctuating components of 

temperature 
e = ensemble averaged kinetic 

energy dissipation 
tr = ensemble averaged turbu­

lence heat flux dissipation 
77 = buoyancy similarity vari­

able y/t^ 
p = ensemble averaged density 

P\, p2 = freestream densities 
Po = reference density at T„ 
p' = fluctuating density 

(TT, cTk, o"£. = Prandtl numbers 
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where the turbulent viscosity is v, = Cf^ik^/e). The closure for 
the turbulent heat flux is an eddy diffusivity model with the 
thermal time scale, T' ^/2ej-, equal to the mechanical time scale, 
k/e where CT is the molecular diffusion of turbulent temperature 
variance (Hanjalic, 1994): 

CTT- \ dx 
T'v' = - — 

u, ( QT 

Or \ dy 
{5b) 

The simple gradient model neglects two important effects. First, 
the model does not predict an intensive turbulent heat flux where 
the mean temperature gradient is uniform or where the gradient 
may be in the same direction as the heat flux vector. Second, 
at a vertical heated wall where the major source of turbulence 
is induced by vertical heat flux, the temperature gradient in the 
vertical direction is small. This study of the unstable buoyancy 
layer does not suffer from the above two shortcomings. Buoy­
ancy induced turbulence is in the direction of turbulent heat 
flux and opposite the temperature gradient. 

The ensemble averaged turbulent kinetic energy and the dissi­
pation equations are: 

dk dk dk 
h M h 11 — 

dt dx dy 

dx \ak dx/ dy \ai,dy , 
(6) 

de de de d 
V U h v — = — 

dt dx dy dx 
(T,, dx I dy 

V, de_ 

a, dy 

+ Cjl - Gs + Ce3 - Gl, — Cc2 — 
k k k 

(7) 

where k and e are ensemble averaged kinetic energy and kinetic 
energy dissipation, respectively. The turbulent diffusivity is as­
sumed much larger than the molecular diffusivity. The turbulent 
kinetic energy production from shear for two-dimensional in­
compressible flow is: 

G, = ly, 
Jdu 

\dx 
+ 2 —V + 

dy) "̂  

du dv 
— -H — 
3y dx 

(8) 

and the turbulent kinetic energy production from buoyancy is: 

i^,g dp 
G,= 

CTTPO dy (7T c(y 
(9) 

where g is gravity, and ar is the Prandtl number. 
The k-e constants are C^ = 0.09, C,, = 1.44, Ca = 1.92, a^ 

= 1, and a^ = 1.3 (Launder and Spalding, 1974), and Oj = 
0.6 for the free mixing layer calculations (White, 1991). The 
constant Ca is assigned the value 0.91 in this study. 

Determination of C^ 
The Cs3 constant in Eq. (7) for Rayleigh-Taylor mixing in a 

plane layer is defined here. A value is determined from ari 
approximate analytical self-similar solution and then with an 
accurate numerical solution. 

Self-Similar Buoyancy Mixing. Here we describe a one-
dimensional self-similar solution for the present problem similar 
to that of Andrews (1984) and a later analysis by Spitz and Haas 
(1991). In the experimental arrangement (Snider and Andrews, 
1994) a buoyancy driven turbulent mixing layer grows when 
the upper and lower fluids have the same velocity, and the upper 
layer is colder than the lower layer as illustrated in Fig. 1. The 
mean vertical and horizontal velocities are zero in a Galilean 
frame moving with the mean velocity and, consequently, con-

vective terms in the k, e, and T transport equations are zero. 
The governing Eqs. (4), (6) , and (7) reduce to: 

dt dy \aT dy 

dk 

dt dy \ a j . dy 

V, dk 
+ G. 

dt dy \ac dy J k 
Q2 

(10) 

(11) 

(12) 

The energy equation is recast in terms of density using a 
constant expansion coefficient, 0. 

(13) 
dp d j V, dp\ 

dt (Sy \aT dy / 

Initial conditions are: 

at t = 0 for JI > 0: p = p2. 

at f = 0 for y < 0: p = p\. 

k = 0, 

k = Q, 

e = 0 

e = 0 

(14) 

Exterior quiescent fluid boundary conditions are appUed at the 
mixing layer boundary, ±h(t) shown in Fig. 1, as follows: 

for y > h: p = p2, k = Q, e = 0 

for y < -h: p = px, k = 0, e = 0 (15) 

The above set of equations has a self similar solution using 
the similarity variables: 77 = y/t^, k{t, y) = t^Tc{T}), e(t, y) 
= te(r]), p(t,y) = p(r]). 

Introducing similarity variables into Eqs. (10) to (12) gives 
the following ordinary differential equations in fe, e, and p: 

df) ar dri \ e drj / 

2k-2,^ = ^ ^ ( ~ ^ ^ ] ^ ^ ~ ^ ^ ' - l - e (17) 
dri ffic dr] \ i driJ GT ? po dt] 

dr] ffc dr) \ £ drj) Po drj 
C,2T (18) 

k 

The constant Ĉ s is calculated from the integration of Eqs. 
(16) to (18) using approximate profiles for k, e, and p. The 
turbulent kinetic energy and dissipation are approximated by 
parabolic profiles and the density within the mixing layer is 
approximated by a linear profile. It is shown later that these 
profiles are reasonable approximations to the true profiles. The 
approximate profiles are: 

^ = C , ( 1 - ^ ^ ) e = CXl-v') p = C,fi + p, 

where the self-similar length scale is normalized based on the 
mixing half width, C„ = h/t^: 

V = 
V (19) 

CK and Ce are constants, and for the linear density profile C^ = 
(P2 - pi)/2 and pi = (pi -1- p2)/2. The equations are integrated 
across the mixing layer from - 1 < ^ < 1, and the constants 
calculated: 
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CJ2, C^, and (TT-, in Eqs. (20), are the standard k-t constants, 
Cp is given by the density differences between the layers, and 
the self-similar mixing width C^ = hlt^ can be obtained from 
experimental data for the half-width of the mixing layer: 

h = aKgt^ (21) 

where A is the Atwood number and a is the growth rate constant 
of a = 0.07 from Snider and Andrews (1994). Solving the Cvi 
Eq. (30) for C,3 gives a value of C,^ = 0.88. 

Numerical One-Dimensional Transient Solution. The 
transient one-dimensional Eqs. (10) to (12) were solved numer­
ically using a range of C^ values around the analytical self-
similar value of 0.88. The numerical method used finite vol­
umes, with staggered momentum nodes and a SIMPLE solution 
method (Patankar, 1980). Transient solutions were made using 
time steps from 0.05 s to 0.1 s and spatial grids ranging from 
100 to 500 nodes uniformly spaced over a computational length 
of 0.5 m. The total volume error at each time step was less than 
10"^ m^ Solutions were found grid independent at nodal-
izations greater than 200 nodes as shown in Fig. 2. 

Two methods can start the transient problem. In the first, the 
self-similar distribution oik, e, and T are specified across the 
initial mixing width and the numerical solution quickly becomes 
self similar. In the second, which is used in this study, reason­
able initial values for k, e, and T are specified in an initial 
mixing width, and the numeric solution, Uke the experiment, 
progresses to a self-similar state. In the second approach, a 
virtual origin is defined which accounts for the development 
time to self-similar mixing. Both methods produced the same 
self-similar solution. 

Figure 3 shows the growth rate constant, a, for the numeri­
cally calculated mixing layer plotted versus Cjs. The Ca from 
the self-similar solution is shown for comparison. The computed 
CJ3 ranges from 0.88 to 0.94 for the corresponding range of 
measured growth constants of a = 0.05 to 0.077 reported in 
the literature by Read (1984), Youngs (1992), Linden et al. 
(1992), Andrews and Spalding (1990), and Snider and An­
drews (1994). Figure 3 shows the value Qs = 0.8 given by 
Hanjalic and Vasic (1993) gives a mixing layer growth rate a 
~ 0.12 which is larger than that measured. A value of C,3 = 
0.91 gives an a = 0.07 which compares well with measurements 
by Snider and Andrews (1994) and so is used in this study. 
The computed self-similar k, e, and T compare reasonably with 
the approximate profiles used in the analytical self-similar solu­
tion, which explains the good agreement between analytical and 
computed Cjs. 

Two-Dimensional Steady Boundary Conditions 
A two-dimensional plane mixing layer generally forms as two 

parallel streams at different velocities and different temperatures 
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meet downstream from the splitter plate as illustrated in Fig. 1. 
The temperature of the bottom stream is higher than that of the 
top stream giving buoyancy unstable flow. With the same bot­
tom and top velocities, the mixing is from buoyancy only, and 
with a uniform temperature field, the mixing is from shear only. 

Constant freestream velocities Ui and f/j and temperatures 
Ti and T2 are apphed at the inlet and in the far-field above and 
below the mixing region. The inlet k was set at 5 percent of 
the average free stream flow value based on measured data 
by Browand and Weidman (1976), which had experimental 
conditions close to those of this study. The inlet dissipation is 
based on a length scale associated with the 7 mesh/cm screen 
at the end of the splitter plate and is, einiei = {klixjl), where 
the length scale is taken as the mesh spacing / = 0.12 cm. The 
gradient of k and e are zero in the far field above and below 
the mixing layer. The exit boundary condition is local one-way 
which gives an outflow with no exit streamwise diffusion. The 
outlet condition matches the parabolic design of the experiment 
(Snider and Andrews, 1994). 

The calculation domain begins near the end of the splitter 
plate. Flow from the end of the splitter plate forms a wake that 
is complicated as boundary layers pass through a full screen. 
The k-e model cannot be expected to work well in the near wake 
of the splitter plate because of the large change in anisotropy of 
the Reynolds stresses that occur as flow leaves the solid plate 
to a free density interface. This study focuses on calculating 
the developed turbulent mixing layer and requires only reason­
able inlet values for the inlet mixing region. The experiment 
by Snider and Andrews (1994) used a full screen at the end of 
the splitter plate. Koop (1976) found that the full screen reduced 
boundary layer effects and gave nearly a step profile across the 
mixing layer. To model the experiment, the inlet velocity and 
temperature were specified as error functions across a narrow 
inlet mixing width. As detailed above the inlet value for k was 
taken from experimental data by Browand and Weidman (1976) 
and approximated by a bell shaped curve with a reasonable 
peak k value of 5 percent of the freestream flow. The initial 
mixing width was 2 to 3 computational nodes wide, which gave 
only a sparse representation of the curves. However, our interest 
was in the fully developed region downstream where profiles 
develop across many nodes. 

Table 1 shows further details of the computations. The calcu­
lations are for buoyancy, shear, and compound shear and buoy­
ancy mixing. Two-dimensional steady solutions are listed as 
' 'spatial'' and the one-dimensional transient calculation is listed 
as "temporal." 

The numerical method used two-dimensional, finite volumes 
with staggered momentum nodes. A hybrid numerical scheme 
(Spalding, 1972), and a SIMPLE solution scheme (Patankar, 
1980) were employed. Steady calculations were made using 
node sizes ranging from 25 X 50 to 100 X 200 (axial-stream-
wise direction by vertical direction). The computation domain 
was 0.7 m in the streamwise direction and 1.2 m in the vertical 
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Fig. 3 Turbulence constant C^ compared to buoyancy growth constant a 
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Table 1 Boundary conditions and nodalization for numeric calculations, buoy: buoyancy calculation, shear: shear calcula­
tion, spatial: two-dimensional steady calculation, temporal 1-D: one-dimension transient solution. 

Run 

1 
2 
3 
4 
5 
6 
7 
8 

Exper'. 

2-68 
2-68 
3-11 

Comment 

shear, spatial 
shear, spatial 
shear, spatial 
buoy, temporal, 1-D 
buoy, spatial 
buoy and shear, spatial 
buoy, spatial 
buoy and shear, spatial 

U^ 
(cm/s) 

3.4 
5.0 
4.1 
— 
4.8 
4.1 
4.4 
5.4 

f/2 
(cm/s) 

5.4 
10.0 
4.7 
— 

4.9 
4.7 
4.4 
3.4 

T^ 
(K) 

300.0 
300.0 
300.0 
310.3 
310.3 
311.2 
311.2 
311.2 

T2 
(K) 

300 
300 
300 
306.7 
306.7 
306.8 
306.8 
306.8 

Inlet h 
(cm) 

0.90 
0.81 
0.72 
0.19 
0.49 
0.67 
0.54 
0.27 

Grid 
XX Y 

50 X 100 
50 X 100 
50 X 100 

1 X 500 
50 X 100 
50 X 100 
50 X 100 
50 X 100 

Experiments listed are from Snider and Andrews (1994). 

direction. Grid spacing was uniform in the streamwise direction 
and varied non-linearly in the vertical direction with the vertical 
grid size on the order of 0.24 cm at the slip line and 8 cm at 
the far field boundary. The total volume error for convergence 
was less than 10^' m^. Solutions were grid independent at node 
sizes greater than 50 X 100 as shown in Fig. 2. Applying 
variations in the specified inlet and initial mixing layer widths 
gave some change in distance (or time) to reach self-similar 
mixing but did not alter the developed mixing layer growth 
rate. 

Buoyancy Mixing 
Our work described above with a one-dimensional mixing 

model provided a value for C^^. This section gives results from 
two-dimensional steady calculations of the buoyancy mixing 
layer compared with measured data. The two-dimensional solu­
tion is motivated by a possible asymmetric behavior produced 
by shear. A transient analytical approximation of the free shear 
layer can be made for discontinuous flow (see Schlichting, 
1958), but the common self-similar approach uses the two-
dimensional boundary layer equations. The two-dimensional 
equations predict an asymmetric mixing layer that compares 
well with measured data with the asymmetry vanishing as the 
free stream velocity ratio exceeds 85 percent (Rajaratnam, 
1976). Strong asymmetric mixing layers were not observed nor 
expected for the experiments predicted in this study, but to 
ensure that we fully capture the physical processes in both shear 
mixing, and compound shear and buoyancy mixing the full two-
dimensional equations were solved. 

Calculated and measured mixing half-widths, / j , for a buoy­
ancy layer are compared in Fig. 4. Snider and Andrews (1994) 
designed the experiment stream velocities to give a parabolic 
flow where the buoyancy mixing was carried in a moving frame 
of reference. The upper stream is cooler than the lower stream 
which gives a buoyancy unstable interface. Experimental results 
are formed from ensemble averaging a set of measurements. 
Further, Snider and Andrews (1994) showed that by nondimen-
sioning experimental data, the data collapsed to a single curve 
in the developed mixing region. Calculated and measured results 
are presented for only two experiments in this study, but calcula­
tions for other tests compare equally well. Results from the 
spatial two-dimensional calculation (Run 5) and temporal cal­
culation (Run 4) are compared with measured data from Test 
2-68 in Fig. 4. There is a central region marked on the figure 
where the mixing is self-similar and the experimental and nu­
merical results are comparable. Upstream the mixing is devel­
oping, and downstream of the marked self-similar region the 
channel ceiling and floor influence the mixing layer. The mea­
sured and calculated data are adjusted to a virtual origin to 
account for developing flow. Figure 4 shows growth rate differ­
ences between the spatial and temporal solutions at the start of 
the mixing layer. The difference arises from different temporal 
initial conditions and spatial inlet conditions. For established 
mixing {xlW > 3) , the temporal and spatial calculations give 

the same mixture growth rate independent of inlet or initial 
conditions, and both calculations compare well with measured 
data. 

Shear Mixing Alone 
A two-dimensional, steady calculation of the shear mixing 

layer with no temperature gradient was made. Table 1 gives the 
flow conditions for the three shear calculations. Run 1, Run 2, 
and Run 3. The width of the mixing layer is defined by the 
vorticity thickness 5„ = (L', - U2)l{duldy)ma^. As expected for 
the shear layer, the calculated 6^ grows linearly with streamwise 
distance except near the splitter plate. The slope of the calcu­
lated vorticity thickness is compared with measured data in Fig. 
5. There is a significant spread in the measured data. However, 
it is evident that the calculated mixing layer thickness compares 
well and lies within the measured range. 

Compound Buoyancy and Shear Mixing 

In compound mixing both a temperature and velocity differ­
ence are applied between the upper and lower streams. The 
upper stream is cooler giving a buoyancy unstable interface. 
The governing equations are solved with turbulence constants 
defined from canonical shear and buoyancy mixing. Figure 6 
compares measured data from Test 3-11 with the predicted 
mixing layer growth rate from compound shear and buoyancy 
calculation and from a buoyancy only calculation. Table 1 gives 
conditions for experimental Test 3-11. Again Test 3-11 is a 
typical compound mixing experiment where presented data are 
from ensemble averaging of measured data over the duration 
of the test. Both calculated and measured data are adjusted to 
a virtual origin. The steady compound mixing calculation and 
the pure buoyancy transient calculation agree well with mea­
sured data. Considering the good agreement with the pure buoy­
ancy calculation, buoyancy appears as the dominate mixing 
process for the low shear values of Test 3-11 (Ai7 = 0.6 cm/ 

1.0 

X Test 2.68 
Spatial k-e numeric solution 

• Temporal k-e numerical soiution 

0.8 • Channel half widtliW=10cm 

0.6 

Fig. 4 Calculated pure buoyancy mixing width compared with measured 
data 
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Fig. 7 (a) Compound mixing: Test 3-09, U, = 5.2 cm/s, U^ = 4.3 cm/s 
Atwood No. = 0.00074, (b) Pure buoyancy mixing: Test 2-68, U, = 4.9 
cm/s, Ub = 4.8 cm/s, Atwood No. = 0,00064. 

Fig. 5 Sliear layer thickness 

s), as might be expected from its quadratic growth. Figure 6 
shows that buoyancy alone has a slightly greater mixing layer 
growth than for compound shear and buoyancy. We initially 
thought that the addition of shear to buoyancy mixing might 
increase the mixing width. However, the figure shows that addi­
tion of shear reduced the mixing width. Uncertainty in the ex­
perimental measured mixing width at low velocity differences 
was too large to verify the numerically observed effect of a 
reduced mixing layer from shear. However, it is important to 
note that the compound mixing in the experiment did not in­
crease the mixing width, which is in agreement with the calcula­
tion. 

The nonmechanistic k-e model which balances energy gener­
ation and dissipation using constants from canonical shear and 
buoyancy studies predicts the suppression of the compound 
unstable shear and buoyancy mixing width. Indeed, numerical 
calculations beyond the limits of the experiments, with the same 
mean velocity but high shear rates, predict significant reduction 
in the mixing width from that of pure buoyancy. The k-e terms 
represent a competition between the canonical shear and buoy­
ancy mixing, and the ratio of buoyancy to shear turbulence 
production (Richardson number, Ri = -{g{dpldy)lp{dul 
dyY)) near — 1 suggests significant contribution by both mech­
anisms. 

To understand better why compound shear and buoyancy do 
not produce a wider mixing region, we present two photographs 
in Figs. 7(a) and l{b) for measured pure buoyancy mixing 
and compound mixing. Inspection of the photographs reveals 
that the cause of the reduced mixing width may be explained 
mechanistically as skewing and rounding of the normally verti­
cal plumes by the velocity gradient. In a constant convective 

flow, buoyant plumes are fed from upper and lower streams at 
the same horizontal velocity and form vertical structures in a 
moving frame of reference as seen experimentally in Fig. 7(fo) 
and illustrated on the left side of Fig. 8. Compound mixing of 
buoyancy with different stream velocities is seen experimentally 
in Fig. 7(a) and illustrated on the right side in Fig. 8. The 
buoyant heavy and light fluids interpenetrate each other at near 
the same rate as that in a constant moving frame of reference. 
However, the vertical velocity gradient stretches and thins the 
normally vertical plumes which in turn reduces the vertical 
height of the structures and the mixing width. Figure 8 illustrates 
the process where fast, heavy fluid (white) enters the mixing 
layer from the upper side, and slow, light fluid (gray) enters 
the mixing layer from the lower side. The high velocity stream 
entering the top of mixing layer pushes rising plumes of origi­
nally slow fluid, and the lower, slow stream drags descending 
plumes of originally fast fluid. This skews plumes and forms 
vortices that appear similar to shear layer mixing. The result of 
compound mixing is stretched, skewed plumes with rounded 
fronts and a reduced mixing growth rate. 

Concluding Remarks 

The k-e model predicted well the pure buoyancy mixing layer 
and the compound shear and buoyancy mixing layer. A transient 
one-dimensional solution or a two-dimensional steady solution 
did equally well in predicting the pure buoyancy mixing layer. 
The turbulence constant C^-^ = 0.91 defined here for a buoyancy 
mixing layer provides good predictions for all cases. 

Adding shear to an unstable buoyancy mixing layer does not 
increase the mixing growth rate beyond that from buoyancy 
alone. The measured flow structures suggest that shear skewing 
and stretching of vertical buoyant plumes reduces the growth 
of a unstable buoyancy mixing layer. The velocity difference 
in the available experimental data was too low to quantify differ­
ences in growth rate for buoyancy mixing width with and with­
out shear. Further experiments with higher shear rates are re­
quired to resolve the differences. 

. High velocity 

^B In 

.\....Jm. : 
Uniform flow Low velocity 

Fig. 6 Calculated combined shear and buoyancy mixing widtli com­
pared with measured data 

Fig. 8 Illustration of the buoyancy mixing and combined shear and buoy­
ancy 
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Gas-Liquid Bubbly Flow in 
Vertical Pipes 

(Data Bank Contribution)* 

Gas-liquid bubbly flow was investigated in vertical pipes for different flow conditions: 
fully developed turbulent downward flow in a 42.3 mm diameter pipe and upward 
flow in a 14.8 mm diameter pipe with liquid of elevated viscosity. Wall shear stress, 
local void fraction, and liquid velocity profiles, shear stress, and velocity fluctuations 
were measured using an electrodiffusional method. Results obtained demonstrate the 
existence of "universal" near-wall velocity distribution in a downward bubbly flow. 
The reduction of turbulent fluctuations is observed in downward flow as compared 
to a single-phase turbulent flow. The development of bubble-induced liquid velocity 
fluctuations in a "laminar" bubbly flow was studied. 

Introduction 
Gas-liquid two-phase flow in a pipe has been the subject of 

a number of investigations in the last years. The structure of 
the flow was investigated mainly in vertical pipes due to the 
axial symmetry of the flow. Much attention has been paid to 
the study of upward gas-liquid flow. On the contrary, downward 
gas-liquid flow in vertical pipes has been explored less inten­
sively. One of the first studies was made by Oshinovo and 
Charles (1974). It was demonstrated that in a bubbly flow 
regime gas bubbles were concentrated in the central part of the 
pipe. Detailed studies of void fraction and velocity profiles were 
performed by Ganchev and Peresadko (1985) and Wang et al. 
(1987). Gorelik et al. (1987) and Nakoryakov et al. (1986) 
have performed measurements of wall shear stress, void frac­
tion, and liquid velocity in a 15 mm diameter pipe. They had 
observed the reduction of wall shear stress and velocity fluctua­
tions at pipe Reynolds numbers corresponding to turbulent sin­
gle-phase flow. No detailed measurements of the flow structure 
in the wall region have been performed for fully developed 
turbulent flow conditions. 

Almost all the measurements in an upward gas-liquid flow 
were made for turbulent flow. This made it difficult to extract 
the effect of bubble-induced turbulence in the total two-phase 
turbulence. For this reason, experiments in gas-liquid flows for 
subcritical pipe Reynolds numbers are greatly desirable. A few 
attempts to study laminar bubbly flow were made theoretically 
by Achard and Cartellier (1985) and Antal et al. (1991) and 
experimentally by Valukina et al. (1979) and Kashinsky et 
al. (1993). Further investigations of these flow conditions are 
needed. 

Measurements of fully developed turbulent downward bubbly 
flow and laminar upward bubbly flow in vertical pipes are pre­
sented in this paper. Experiments were performed using the 
same measuring techniques and present complete sets of data 
on the flow structure. 

Experimental 
Experimental Setup. Measurements of downward bubbly 

flow were performed on the experimental installation shown in 

* Data have been deposited to the JFE Data Bank. To access the file for this 
paper, see instructions on p. 427 of this issue. 
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OF FLUIDS ENGINEERING . Manuscript received by the Fluids Engineering Division 
August 26,1994; revised manuscript received August 23,1995. Associate Techni­
cal Editor: O, C, Jones, 

Fig. 1. It was a closed liquid flow loop. Liquid was pumped by 
a centrifugal pump through regulating valves and orifice meters 
to the top of the test section. The test section was a 42.3 mm 
i.d. pipe 5 m long. Air from a pressure line was supplied through 
regulating valves and orifice meter to the air injector in which 
gas-liquid flow was produced. Cocurrent gas-liquid bubbly flow 
moved downwards in the test section. Then it was separated by 
the separator, and the liquid returned to the storage tank. The 
liquid temperature was maintained at 25 ± 0.2°C by a cooling 
coil and an automatic regulating system. 

Experiments with laminar bubbly flow were performed on a 
similar flow loop. The test section was a 14.8 mm i.d. vertical 
pipe, 6.5 m long. Upward bubbly flow was realized in the test 
section. 

To produce gas-liquid flow special mixers were used. The 
mixer used for downward flow studies had the following struc­
ture. Air was supplied to the liquid through 64 holes of diameter 
0.15 mm drilled in the pipe wall. Air bubbles were injected into 
an annular slot. The liquid flow rate through this slot remained 
constant to maintain constant mean bubble size for various total 
liquid flow rates. To change the bubble size the flow rate through 
the slot was changed. The remainder of the liquid was supplied 
through the central tube. Air injectors used for upward bubbly 
flow studies will be described later. 

Measuring Teclinique. The main technique for flow mea­
surements was an electrodiffusional method (Nakoryakov et al., 
1984, 1986). It is based on measurements of the rate of mass 
transfer from a microelectrode to the liquid to study liquid 
flow parameters. The test liquid was the solution of 0.005 N 
potassium ferri- and ferrocyanide and 0.25 M sodium hydroxide 
in distilled water. Wall shear stress measurements were made by 
electrodiffusional probes embedded into the wall. The sensing 
element of the probe was a platinum foil with the size of 30 
p,m in the flow direction and 0.2 mm in the transverse direction. 
The probes were polished flush to the wall. Two measuring 
units of shear stress probes were mounted in the test section 
(Fig. 1). Each of them contained 8 probes distributed uniformly 
across the pipe circumference to check the flow axial symmetry. 
Liquid velocity and local void fraction measurements were 
made by an electrodiffusional "blunt-nose" probe (Nakorya­
kov et al., 1984). It was a 20 //m platinum wire welded into 
the glass capillary. The total diameter of the probe at the measur­
ing tip was 50 /xm. The probe could be moved in transverse 
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Fig. 1 Experimental installation 

direction by a traversing mechanism. The distance from the 
wall was measured to the accuracy of 0.02 mm. 

Both velocity and wall shear stress probes were operating in 
diffusion-controlled regime. They were supplied by a d.c. volt­
age of about 0.5 V. The probe current was amplified and mea­
sured using a 10 bit A-D converter. All measuring quantities 
were averaged numerically for 50-100 s. 

Pressure drop measurements were made in the test section. 
Two pressure taps of 0.5 mm diameter were separated by 1.3 
m distance. The pressure drop was measured by a liquid U-
manometer. 

Pressure drops from liquid and gas orifice meters were mea­
sured by calibrated silicon diaphragm differential manometers 
with the accuracy of 0.5 percent. 

Wall shear stress was calculated from the probe current / 
using the relation: 

T.„ = A/", (1) 

where coefficient A and the exponent n were obtained from the 
probe calibration. The caUbration was made in a single-phase 
fully developed turbulent flow in a pipe. Wall shear stress values 
were calculated from the liquid flow rate using the Blasius 
equation (Schlichting, 1969). The values of the exponent n for 
the probes varied in a range from 3 to 3.5. 

Similar procedure was used for measuring liquid velocity. 
The velocity probe calibration was made in a single-phase turbu­
lent flow at the pipe axis. The following relation between the 
probe current and liquid velocity was used: 

I = a + bu^ (2) 

where coefficients a, b were obtained from the calibration. 
Calibrations were made for a wide range of liquid flow rates 

just before the two-phase experiment. Just after two-phase ex­
periment all the probes were recalibrated by the same procedure. 
Results of experiments were considered reliable if the difference 
in probe currents between these calibrations did not exceed 1 
percent. 

Uncertainty Analysis. The uncertainty was estimated us­
ing rms method (Kline, 1985). Liquid and gas orifice meters 
were calibrated against standard devices that established the 
precision uncertainty interval for the liquid and gas flow rates 
of 1 and 2.5 percent, respectively. Measuring equipment used 
for probe current measurements provided the accuracy of cur­
rent of at least 0.5 percent. This estabhshes a precision uncer­
tainty interval for the wall shear stress of 7 percent and velocity 
measurements of 4 percent at a probability level of 0.95 and 
negligible bias since we have calibrated the probes. 

Local void fraction was determined from the measurements 
of the time of probe residence in the gas phase. The random 
uncertainty of time interval measurements was less than 0.1 
percent so it could be neglected. The bias error of void fraction 
measurements was caused by the process of the probe interac­
tion with the gas bubbles. To check the accuracy of local void 
fraction measurements, integrated values of local void fraction 
were compared to the liquid holdup ip obtained from pressure 
drop and wall shear stress measurements. The results of this 
comparison will be presented in the next sections. The estimated 
bias error of ^p measurements was 20 percent (absolute error). 
This value was the same for all liquid velocities. Therefore, it 
can be assumed that the accuracy of local void fraction was the 
same independently on the position of the measuring point. So 
the bias uncertainty of local void fraction was also 20 percent. 

The error of liquid fluctuations measurements consisted of 
the random error and bias error. The estimate of the random 
error was made from the scatter of measurements; it was about 
10 percent. The bias error resulted from the effect of transverse 
velocity fluctuations in the probe readings. The estimate of the 
bias error for the value of turbulence intensity measured in the 
experiments was 12 percent. So the total uncertainty of rms 
Uquid fluctuation measurements was 16 percent. Similar consid­
erations gave the uncertainty of T ' measurements of 15 percent. 

Downward Bubbly Flow 

Wall Shear Stress. Experiments in downward bubbly flow 
were performed in a 42.3 mm diameter pipe. Superficial liquid 
velocity varied from 0.5 to 1 m/s. The axial symmetry of the 
flow was tested by simultaneous recording of 8 wall shear stress 

N o m e n c l a t u r e 

A = calibration coefficient, Eq. (1) 
B = coefficient, Eq. (5) 
/ = probe current, A 

R = pipe radius, mm 
Ui, = terminal speed of bubbles, m/s 

, Vg = superficial liquid and gas veloci­
ties, m/s 

y„ = integrated cross-sectional liquid 
velocity, m/s 

I., b = calibration coefficients, Eq. (2) 

rfi = mean bubble diameter, mm 
n = exponent, Eq. (1) 
u = liquid velocity, m/s 

Ur = friction velocity, ( r„ /p )"^ , m/s 
y = distance from the wall, mm 
a = local void fraction 

a,„ = mean cross-sectional void fraction 
P = gas flow rate ratio Vg/(V, + Vg) 
e = calculated holdup, Eq. (5) 

(p = holdup 

u = liquid viscosity, m^/s 
To = single-phase wall shear stress, N/ 

m^ 
T„ = two-phase wall shear stress, N/m^ 
Tc = calculated wall shear stress, Eq. 

( 4 ) , N / m ' 

Subscripts 
' = rms fluctuations 
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Table 1 Wall shear stress in a 42.3 mm pipe. (Uncertainty 
of data: T„ ± 7%, TI ± 15 percent) 

V, 

0.50 
0.50 
0.50 
0.50 
0.50 
0.50 
0.50 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 

/3 

0.000 
0.037 
0.038 
0.075 
0.077 
0.155 
0.156 
0.000 
0.025 
0.026 
0.038 
0.052 
0.052 
0.109 
0.112 
0.000 
0.019 
0.019 
0.039 
0.039 
0.040 
0.084 
0.084 

dt 

0.80 
1.70 
1.50 
0.90 
1.50 
0.96 

0.80 
1.70 
1.70 
0.90 
1.50 
1.50 
0.96 

0.80 
1.70 
0.90 
1.70 
1.50 
0.96 
1.50 

Tw 

0.857 
1.000 
1.303 
1.548 
1.353 
2.153 
1.978 
1.733 
1.790 
1.935 
2.130 
2.090 
2.245 
2.835 
2.830 
2.880 
2.998 
2.955 
3.098 
3.295 
3.243 
3.835 
3.968 

T c 

0.830 
0.993 
1.070 
1.290 
1.210 
1.890 
1.710 
1.690 
1.860 
1.950 
2.080 
2.100 
2.200 
2.840 
2.670 
2.790 
2.990 
3.070 
3.240 
3.360 
3.350 
3.830 
4.030 

T'„IT„ 

0.388 
0.291 
0.311 
0.273 
0.231 
0.247 
0.226 
0.392 
0.369 
0.359 
0.365 
0.367 
0.353 
0.333 
0.342 
0.390 
0.380 
0.375 
0.387 
0.379 
0.362 
0.353 
0.352 

probes. It was shown that in all regimes the maximum difference 
of the probe readings did not exceed 10 percent. Comparison 
of the readings of both measuring units (shear stress probes 11 
on Fig. 1) was made to check the flow stabilization along the 
pipe. Mean wall shear stress values.for both units separated by 
1.3 m differed no more than by 5 percent. Therefore, the down­
ward flow may be considered as stabilized and axisymmetrical. 

Results of wall shear stress measurements for different liquid 
and gas flow rates are presented in Table 1. Here, T^ is the mean 
value of wall shear stress obtained by averaging the readings of 
8 probes in the same regime. Gas flow rate ratio p is calculated 
as: 

/3 = VJiV, + V,), (3) 

where Vg is taken at the test section pressure. The static pressure 
in the measuring unit 12 (Fig. 1) was maintained at 1.25 atm 
by diaphragming the outlet. 

Single-phase wall shear stress values To taken at the same 
superficial liquid velocity Vj are also presented in Table 1 (re­
gimes with (5 = 0). It can be seen that in all cases two-phase 
wall shear stress values are higher than single-phase values. 
The ratio Tv/lTa for prescribed V/ and fi depends on the mean 
bubble size df When dj increases this ratio becomes higher. 

Clark and Flemmer (1985) suggested the technique for wall 
shear stress prediction in upward and downward bubbly flow. 
The model based on the generalization of "mixing length" 
hypothesis for two-phase flows gives the following relation for 
wall shear stress: 

r . = ro(l - e ) - ' [ ( l - ey' + BU.dV,], (4) 

where the coefficient B = 21.81 for downflow, as recommended 
in Clark and Flemmer (1985), and 

e = ^ / ( l + U,{\ - p)/V,), (5) 

the terminal speed of bubbles Ui, was calculated by the formula 
presented in Wallis (1974). Calculations of wall shear stress 
by the above formula for experimental flow regimes are also 
presented in Table 1 as r^. The agreement of measured and 
calculated wall shear stress values is reasonably good; the maxi­
mum discrepancy does not exceed 15 percent. 

1000 yu,, V 

Fig. 2 Liquid veiocity profiles in a 42.3 mm pipe. (Uncertainty of data : 
4 percent) 

Liquid Velocity Profiles. Liquid velocity profiles mea­
sured in downward bubbly flow plotted in "universal" semi­
log coordinates are presented in Fig. 2. Here the friction velocity 
WT = {TWIpY'^, where TW is measured two-phase value of wall 
shear stress, p is liquid density. Solid lines represent the single-
phase "law-of-the-wall" (Schlichting, 1969). A good 
agreement with these curves is seen up to the values of yurlv 
about 200. Velocity points closest to the wall correlate with the 
single-phase linear velocity distribution in the viscous sublayer. 
As /3 increases the deformation of the velocity profile is ob­
served from a single-phase one (/? = 0) to flattened profiles at 
P higher than 0.05. 

To check the accuracy of liquid velocity measurements a 
standard procedure was used. Average liquid velocity V̂  was 
calculated from measured liquid velocity and void fraction pro­
files using the relation: 

V. 
2_ r 

ru{\ - a)dr. (6) 

This value was compared to the liquid flow rate. Integrated 
cross-sectional values of liquid velocity are presented in Table 
2 as V„. Their deviation from the superficial liquid velocity Vi 
did not exceed 5 percent. 

Mean cross-sectional void fractions a„ obtained by integra­
tion of a over the pipe cross section are presented in Table 2. 
For comparison, the values of holdup ̂ p calculated from pressure 
drop and wall shear stress measurements are also presented in 
the Table. The discrepancy between values of a„ and </? obtained 
by the two different methods does not exceed 20 percent. 

Wall Shear Stress and Velocity Fluctuations. Fluctua-
tional characteristics of wall shear stress are also presented in 
Table 1. Here T'-WITW is relative intensity of wall shear stress 
fluctuations, where T ^ is r.m.s. fluctuation value. Measurements 
in single-phase flow give T'V,ITW of about 0.38. In downward 

Table 2 Average flow parameters in a 42.3 mm pipe. (Un­
certainty of data ± 20 percent) 

V, 

0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
0.75 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 

P 
0.025 
0.026 
0.038 
0.052 
0.052 
0.109 
0.112 
0.019 
0.019 
0.039 
0.040 
0.084 
0.084 

dt 

0.80 
1.73 
1.69 
0.92 
1.46 
1.47 
0.96 
0.80 
1.73 
1.71 
1.46 
1.47 
0.96 

v„, 
0.761 
0.752 
0.768 
0.745 
0.780 
0.787 
0.791 
0.986 
0.996 
1.000 
1.020 
1.010 
0.979 

a„, 

0.0289 
0.0293 
0.0425 
0.0643 
0.0574 
0.1340 
0.1300 
0.0221 
0.0235 
0.0456 
0.0478 
0.1080 
0.1040 

<P 

0.0249 
0.0283 
0.0455 
0.0541 
0.0576 
0.1164 
0.1155 
0.0179 
0.0205 
0.0403 
0.0394 
0.0855 
0.0829 
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Fig. 3 Liquid velocity fluctuations in a 42.3 mm pipe. (Uncertainty of 
data ±16 percent) 

gas-liquid flow values ofr'w/Tw become less and decrease with 
/3 increase. The smallest value of T'W/TW observed in the experi­
ments is 0.23. Similar effect was observed in Wang et al. (1987) 
and Gorelik et al. (1987) for 15 mm diameter pipe where the 
intensity of fluctuations decrease was up to 5 times compared 
to a single-phase turbulent flow. 

Liquid velocity fluctuations are presented in Fig. 3. In the 
central part of the pipe, the intensity of fluctuations is higher 
than in a single-phase flow, this increase becomes more pro­
nounced with higher void fraction. Close to the wall values of 
M 7M^ in gas-liquid flow become significantly less than in single-
phase flow. This is well demonstrated for yujiy from 30 to 200. 
It is interesting to note that the reduction of velocity fluctuations 
occurs in the region of the flow that is free of bubbles (yuji^ 
< 50). Close to the waU the values of M 7 Mr fall on the same , 
curve independently of gas flow rate ratio. 

Upward "Laminar" Bubbly Flow 

Experimental Conditions. Experiments were performed in 
a 14.8 mm i.d. vertical pipe. To produce laminar single-phase 
flow at moderate liquid velocities a liquid of elevated viscosity 
was used in the experiments (glycerine was added to the solu­
tion). The value of kinematic liquid viscosity was maintained 
at (3.5 ± 0.1)- lO"** mVs; the liquid density was 1127 kg/m^ 
The liquid temperature was 20 ± 0.2°C. Liquid flow rate was 
measured by rotameters calibrated with the test liquid at op­
erating temperature. The liquid viscosity was kept constant and 
measured before each set of experiments. 

Two types of gas-liquid mixers were used. The mixer body 
was a 90 mm i.d. cylindrical chamber 120 mm long. At the 
center of this chamber a plastic cylinder of 32 mm o.d. was 
placed. Gas was injected through holes drilled in the side surface 
of this cylinder. The first mixer (P injector) had 18 holes of 
0.15 mm diameter drilled uniformly over the cylinder circumfer­
ence. The second one (A' injector) had 6 hypodermic needles 
with the inner diameter of 0.4 mm inserted into the wall flush 

Table 3 Average flow parameters in a 14.8 mm pipe. (Un­
certainty of data ± 20 percent) 

V, 

0.207 
0.207 
0.207 
0.440 
0.440 
0.440 
0.440 
0.440 
0.440 

Injector 

P 
P 
P 
P 
P 
P 
N 
N 
N 

P 
0.02 
0.10 
0.20 
0.02 
0.10 
0.20 
0.02 
0.10 
0.20 

dt 

2.1 
2.2 
2.1 
1.9 
2.0 
2.4 
2.0 
3.7 
3.6 

v„ 
0.202 
0.206 
0.205 
0.431 
0.435 
0.418 
0.440 
0.444 
0.433 

a,„ 

0.008 
0.050 
0.122 
0.011 
0.069 
0.128 
0.010 
0.055 
0.118 

V 

0.010 
0.051 
0.118 
0.013 
0.067 
0.127 
0.011 
0.053 
0.113 

a 

0.25 

0.2 

0.15 

0.1 

0.05 

Q 

a a 
On 

D 

D 

D 

0 ° ° 
D 

O 

a ° o 
• 0 A A A ^ 

. ^ p f . A ^ ^ ^ ^ ^ . 

0 2 4 6 y(mm) 

Fig. 4(a) 

ot 

0.25 

0.20 

0.15 

0.10 

0.05 

V, = 0.44m/s 
• 

a 
n A-p = 0.02 

• 0-MO.l 
Q n-|J = o.2 

o o 

° o ° ° n P f t 

° o 
fl ° ° ° ^c fl o o Q o tW-

0 2 4 6 y(mm) 

Fig. 4{b) 

Fig. 4 Void fraction profiles In a 14.8 mm pipe; (a) A/-injector, (b) P-
injector. (Uncertainty of data ± 20 percent) 

with it. Both injectors produced different structures of gas-liquid 
flow. 

Experiments were made at two values of superficial liquid 
velocity 0.207 and 0.44 m/s. This corresponded to pipe Reyn­
olds numbers (based on liquid parameters) of 875 and 1860, 
so the single-phase flow was laminar for both V;. 

Velocity and Void Fraction Profiles. The profiles were 
measured for liquid and gas flow rates listed in Table 3. Mean 
bubble diameters dt measured in the experiments are also given. 
The P injector produced quite uniform bubbles of the diameter 
2.2-2.4 mm. Bubbles produced by A'' injector had much higher 
diameter at ^ a 0.1, so the effect of bubble diameter on the flow 
could be studied. Integrated liquid velocity and void fraction are 
also presented in the Table 3 to check the accuracy of liquid 
velocity measurements. Also the results of gas holdup measure­
ments from pressure drop and wall shear stress are given. The 
discrepancy between values of a„ and (fi obtained by the two 
different methods does not exceed 10 percent. 

Measured values of local void fraction a approached zero 
value near the wall. The closest to the wall measuring point 
was y = 0.1 mm. The value of a at the wall was zero, this 
could be concluded from the continuity of wall shear stress 
probe signal. Therefore, at all flow conditions there was a layer 
of liquid at the wall. 

Void fraction profiles are shown in Fig. 4 for the superficial 
liquid velocity Vi = 0.44 m/s and different injectors. All the 
profiles for /3 = 0.02 are center-peaked; no void fraction in­
crease near the wall is observed. At higher /? for P injector 
wall-peaked profiles are developed. Quite different behaviour 
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Fig. 5 Liquid velocity profiles In a 14.8 mm pipe; (a) /V-injector, (b) P-
Injector. (Uncertainty of data ± 4 percent) 

is observed for N injector. In this case bubbles have higher 
mean diameter (Table 3). The resulting void profiles have no 
peak near the wall. Comparison of data demonstrates that quite 
different void distributions may exist in the same flow condi­
tions (defined by Vi and P) depending on the mean bubble size. 
This effect was first demonstrated by direct measurements in 
Valukina at al. (1979). Also the effect of bubble size on upward 
turbulent bubbly flow was studied by Zun (1980). 

Liquid velocity profiles are shown in the Fig. 5. All the 
profiles are deformed as compared to a single-phase parabolic 
profile. A gradual development of velocity distributions with 
increasing P is observed. These results are quite similar to those 
reported in Kashinsky et al. (1993) for the liquid with the 
viscosity of 10-10" ' m^/s. Experiments with water as the test 
liquid (Valukina et al., 1979) demonstrated almost uniform 
velocity distribution even at smallest gas flow rates /3 = 0.01. 
It is interesting to note in the present experiments that the profile 
with /3 = 0.02 for P injector is less deformed for V; = 0.207 
m/s than for 0.44 m/s. This may be caused by the approaching 
to the critical pipe Reynolds number. No significant effect of 
bubble injector on the shape of the velocity profiles was ob­
served. 

Liquid Velocity Fluctuations. Rms values of liquid veloc­
ity fluctuations u' measured in laminar bubbly flow are pre­
sented in Fig. 6. A rapid growth of fluctuations is observed near 
the wall even in the region where local void fraction is close 
to zero (A^injector). Besides, high u' values exist in the central 

part of the pipe even for P = 0.02 as compared to higher p 
values. For V, = 0.207 m/s velocity fluctuations in the pipe 
center practically do not depend on P values. However, this 
dependence becomes evident for center-peaked void profiles (A^ 
injector). Almost all « ' profiles have peak near the wall. This 
can be easily understood for void profiles having maximum 
near the wall, but this profile is hardly to be expected, for 
example, for P = 0.02, N injector. 

Therefore, generally no direct correlation exists between local 
void fraction and values of Uquid velocity fluctuations. The 
development of fluctuations should be regarded as a collective 
effect even in laminar bubbly flow. Possibly, this development 
demonstrates the generation of bubble-induced turbulence at 
subcritical pipe Reynolds numbers whose distribution is qualita­
tively similar to that of wall-induced turbulence. 

Discussion 

Analysis of the void distributions obtained confirms the sug­
gestion of Zun (1980) that the main reason for the bubble 
migration in the flow is the lateral force acting on the rising 
bubble in the flow with the velocity gradient. This force has 
opposite signs in upflow and downflow. Therefore, center-
peaked profiles were obtained in downflow while in upflow 
wall-peaked profiles dominated. The character of void distribu­
tion does not depend too much on the pipe diameter and the 
regime of the flow (laminar or turbulent). In upflow the "wall 
force" exists which pushes the bubbles from the wall. One 

u' 
(m/s) 

0.16 

0.12 

0.08 

0.04 

n 
, a P ° a ^ 

[fCPD 
D • 

o o o 

o 
o o o o« 

3A 
o 
A 

2 4 

Fig. 6(a) 

y(mm) 

u 
(m/s) 

0.12 

0.08 

0.04 

V, = 0.44 m/s 

° ?o° 

' ' A A f l 5 ° ° o O d 
A A ^ 

A 

A - p = 0.02 

O -p = 0.1 

& D - P = 0.2 

A 

0 2 4 6 y(mm) 

Fig. 6(b) 

Fig. 6 Liquid velocity fluctuations in a 14.8 mm pipe; (a) A/-lnjector, (b) 
P-injector. (Uncertainty of data ± 1 6 percent) 
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possible explanation for this force is the "lubrication force" 
suggested by Antal et al. (1991). The combined action of both 
forces produces the void distribution with the maximum at some 
distance from the wall. 

The strong effect of bubble size on void profiles in upflow 
(Fig. 4) may be explained as follows. Bubbles produced by P 
injector were almost spherical while those produced by A -̂injec-
tor were nonspherical. Therefore, their trajectory should be dif­
ferent even in the stagnant liquid. Spherical bubbles travel along 
the straight line while nonspherical bubbles go along the spiral 
Une. When the bubbles are in the pipe flow this difference in 
their behaviour remains. In the given flow conditions the ampli­
tude of large bubble oscillations in the transverse direction was 
enough to eliminate wall-peaked profiles. 

Generally, the bubble size produces effect on the flow param­
eters even if the bubbles are spherical. The momentum exchange 
between liquid and gas depends on bubble diameter and its 
relative velocity. The relative velocity of bubbles increases with 
the increase of bubble size. So the momentum exchange in­
creases strongly with the increase of bubble diameter. The effect 
of bubble size on flow parameters was observed both in upflow 
and downflow (Gorelik et al., 1987, Valukina et al., 1979). 

Nonuniform void distribution of void fraction over the pipe 
section produces the conditions in the flow similar to combined 
thermal convection. This results in the redistribution of shear 
stress over the radius and in the change of other flow parameters. 
The effect of local slip velocity on the intensity of liquid veloc­
ity fluctuations was observed in the downflow. In this case the 
introduction of the gas phase in the liquid flow decreased the 
intensity of both wall shear stress and liquid velocity fluctua­
tions. Experiments in the upflow were made in at subcritical 
pipe Reynolds numbers when the single-phase flow for the same 
liquid flow rate was laminar. In this case the addition of gas 
phase resulted in the production of bubble-driven liquid fluctua­
tions. 

Conclusions 
The following main conclusions can be made from the experi­

ments described: 

• Measured wall shear stress values in a downward turbu­
lent bubbly flow are higher than in a single-phase flow 
with the same superficial liquid velocity. A good 
agreement is found with the prediction of Clark and Flem-
mer(1985). 

• The single-phase ' 'law-of-the-wall'' is valid for near-wall 
liquid velocity distribution in a downward bubbly flow 
up to the dimensionless distance from the wall of 200. 

• Reduction of wall shear stress fluctuations and those of 
liquid velocity close to a wall is observed in downward 
bubbly flow. 

• New experimental data on upward bubbly flow with sub-
critical liquid Reynolds numbers are presented. Both wall-
peaked and center-peaked void profiles are shown to exist 
for the same liquid and gas flow rates depending on the 
type of gas-liquid mixer and, hence, on the mean bubble 
diameter. 

• A high increase of liquid velocity fluctuations is observed 
in upward laminar bubbly flow at low gas flow rate ratios. 

Data Bank Contribution 
The data files for upward laminar bubbly flow provided on 

a disk contain information on radial profiles of local void frac­
tion and on radial profiles of the Mean and rms of the axial 
component of the liquid velocity measured for different gas and 
liquid flow rates. Data files are presented in ASCII format. Data 
in the files are space separated. 
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Application of Chaos Theory 
in Identification of Two-Phase 
Flow Patterns and Transitions in 
a Small, Horizontal, Rectangular 
Channel 
Various measurement tools that are used in chaos theory were applied to analyze 
two-phase pressure signals with the objective of identifying and interpreting flow 
pattern transitions for two-phase flows in a small, horizontal rectangular channel. 
These measurement tools included power spectral density function, autocorrelation 
function, pseudo-phase-plane trajectory, Lyapunov exponents, and fractal dimensions. 
It was demonstrated that the randomlike pressure fluctuations characteristic of two-
phase flow in small rectangular channels are chaotic, and governed by a high-order 
deterministic system. The correlation dimension is potentially a new approach for 
identifying certain two-phase flow patterns and transitions. 

1 Introduction 

This study presents an application of chaos theory in identi­
fying two-phase flow patterns and transitions in a small, hori­
zontal, rectangular channel. The data analyzed in this study are 
from previous experiments (Wambsganss et al., 1991, 1992, 
1994). In the experiments, horizontal two-phase flow was stud­
ied in a rectangular channel with a small cross-sectional area 
(19.05 X 3.18 mm). Adiabatic flows of air/water mixtures were 
tested over a large mass flux range (50-2000 kg/m^s). The 
full quality covered the experimentally achievable range. The 
two-phase flow patterns and transitions had been identified by 
dynamic pressure measurements, together with visual observa­
tions and photographic data; flow pattern maps were also devel­
oped (Wambsganss et al., 1992, 1994). 

Usually, the flow pattern maps of two-phase flows are based 
on visual identification of phase distribution (Clarke and Blun-
dell, 1989; Brauner and Maron, 1992; Galbiati and Andreini, 
1992; Koizumi, 1992; Hibiki et al., 1992). Although identifica­
tion of visual flow patterns may be adequate for some cases, in 
many situations these methods are not applicable or are too 
subjective. Several other methods have been developed to more 
objectively identify and interpret flow patterns and transitions 
of two-phase flow, e.g., pressure/time signals (Weisman et al., 
1979), root mean square (RMS) of pressure/time series and 
friction pressure gradients (Wambsganss et al., 1991, 1992, 
1994), rescaled range (R/S) analysis (Saether et al., 1990), the 
power spectral density function (PSD), and probability density 
function (PDF) (Hubbard and Dukler, 1966; Jones and Zuber, 
1975; Matsui, 1984 and 1986; Tutu, 1982 and 1984; Vince and 
Lahey, 1982). These studies have contributed to our under­
standing of flow patterns and transitions of two-phase flows, 
but there is no accepted method for objectively distinguishing 
flow patterns. 
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The purpose of this study is to apply chaos theory to experi­
mental data on dynamic pressure-to-time signals from two-
phase flows in an attempt to identify and interpret flow pattern 
transitions. This new approach may present a promising way 
to identify flow patterns. 

Chaotic oscillations mark the emergence of randomlike mo­
tions from completely deterministic systems. Such motions had 
been known in fluid mechanics, but they have only recently 
been observed in low-order mechanical and electrical systems. 
The recognition that chaotic vibrations can arise in low-order, 
nonlinear deterministic systems raises the hope of understanding 
the source of randomlike noise. The new discoveries in nonlin­
ear dynamics bring with them new concepts and tools for de­
tecting chaotic vibrations in physical systems and for quantify­
ing this "deterministic noise" with new measures such as frac­
tal dimensions and Lyapunov exponents (Moon, 1987). 

Two-phase flows and their nonlinear dynamics are far more 
complicated than other physical systems. Only a few reports on 
the application of chaos theory can be found in the literature 
(Lahey, 1991). Some theoretical developments and "computer 
experiments" in chaotic dynamics of multiphase flows have 
been investigated recently (Doming, 1989a, 1989b; Lahey et 
al., 1989; Rizwan-uddin and Doming, 1986; Rizwan-uddin et 
al., 1988; Rizwan-uddin, 1989). Some experimental investiga­
tions of two-phase (gas/solid) flow were conducted, and while 
the two-phase flow was believed to be deterministic chaos, it 
could not be identified with a low-dimensional strange attractor 
(Tam and Davine, 1989 and 1992). Asymptotic power spectmm 
analysis and fractal dimension estimation have been employed 
to characterize chaotic behavior of two-phase flows in fluidized 
beds (Ding and Tam, 1994). The PSD, PDF, and calculation 
of correlation dimension were used by Franca et al. (1991) in 
an attempt to identify two-phase flow regimes in a 19-mm-
inside diameter (i.d.) Plexiglas pipe. 

In this study, tinie history data of dynamic pressure pi from 
previous experiments (Wambsganss et al., 1991, 1992, 1994) 
were processed with various measuring tools, such as PSD, 
autocorrelation function, pseudo-phase-plane trajectory, Lyapu­
nov exponents, and fractal dimensions. It was demonstrated that 
the randomlike pressure fluctuations characteristic of two-phase 
flow in small rectangular channels are chaotic, and governed by 
a high-order deterministic system. The correlation dimension. 
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which has been recently applied on two-phase flows, is poten­
tially a new approach for identifying certain two-phase flow 
patterns and transitions. 

2 Experiment 
Experiments on two-phase flow in a small, horizontal, rectan­

gular channel were conducted several years ago (Wambsganss 
et al., 1991, 1992, 1994). The flow apparatus (illustrated sche­
matically in Fig. 1(a)) was designed to allow adiabatic flow 
experiments with air/liquid mixtures in channels of small cross-
sectional area. Air was supplied from a compressed air storage 
tank, flowed through a pressure regulator and preselected rota­
meter to an air/liquid mixer. Laboratory water was the liquid 
in the experiments. The water flowed through a control valve 
and preselected rotameter to the mixer, where air was injected 
into the liquid stream through a porous medium in opposing 
walls of the flow channel. The two-phase mixture then flowed 
through a rectangular flow channel. The mixture exiting from 
the channel flowed through an expansion to a drain. The flow 

channel was rectangular, 1.14 m in length, and had cross-sec­
tional dimensions of 19.05 X 3.18 mm (aspect ratio, defined as 
the ratio of the height of the vertical side of the channel to the 
width of the horizontal side, was 6) . 

Both differential pressure, over a specified channel length, 
and dynamic pressures, at two locations, were measured. Differ­
ential pressure was measured with a strain-gage-type transducer 
(Viatran Model 209), and dynamic pressure was measured with 
piezoresistive type transducers (Endevco Model 8510B-50). 
All transducers were calibrated against a known standard. The 
frequency response of the differential pressure transducer is DC 
to fK5 Hz, while the frequency response of the dynamic pressure 
transducers is from DC to >5000 Hz. Two small drilled ports 
are used to measure the differential pressure. The dynamic pres­
sure transducers are very small and flush with the inner wall of 
the channel. Relative to the exit of the mixer, the pressure taps 
used with the dynamic-pressure-measuring transducers, pi and 
P2, were located at L/D^ of 79 and 142, respectively (Fig. 
lib)). Background noise of the dynamic transducers and asso­
ciated amplifiers is much less than 1 percent of the average 
pressure measurements. Typically, pressure measurement accu­
racies are < ±5 percent of their measured values. 

The test procedure consisted of establishing total mass flux 
G and a mass quality x in the test section. As overall test channel 
pressure drop allowed, tests were performed over a range of 
quality (typically 10"' '-1) for each mass flux used (50-2000 
kg/m^s). At steady state, visual and photographic observations 
were made and pressures were measured. 

Typical pressure/time history, root mean square (RMS) pres­
sure, and frictional pressure gradient data in the form of two-
phase frictional multiphers plotted as a function of both mass 
quality x and Martinelli parameter X, together with visual obser­
vations and photographic data, were summarized in previous 
work (Wambsganss et al., 1991,1992,1994). Such results were 
used to identify two-phase flow patterns and transitions and 
to develop flow pattern maps for two-phase flow in a small, 
horizontal, rectangular channel. 

3 Measuring Chaos 
In this study, data on dynamic pressure pi (see Fig. 1(b)) 

in flow regimes of plug, slug, and annular flows, with a fixed 
mass flux G = 500 kg/m^s, were investigated with various 
chaos measuring tools. (No stratified flow was found in this 
mass flux range (Wambsganss et al., 1991, 1992, 1994)). Typi­
cal pressure/time histories (with the "DC contribution" re­
moved) from pressure transducer p i , exhibiting different char­
acteristics corresponding to the different flow patterns (plug, 
slug, and annular flows), are shown in Figs. 2(a-c). It is 
demonstrated that different flow patterns of two-phase flows in 
the small channel always exhibit randomlike pressure fluctua­
tion characteristics, even though plug and slug flow are charac­
terized by low frequency, and annular flow is characterized by 
high frequency. 

Various measurement tools that are used in chaos theory were 
applied in this study to analyze dynamic pressure signals of 
two-phase flows with the objective of identifying and interpre­
ting flow pattern transitions. These measurement tools included 

N o m e n c l a t u r e 

C(r) = correlation function 
Dh = hydraulic diameter, m 
Dp = measured pressure drop, kPa 
d = a measure of the later time dis­

tance of two trajectories 
dc = correlation dimension 
dg = embedding dimension 

G = total mass flux of two-phase mix­
ture, kg/(m^s) 

L = test section length, m 
Â  = number of dimensional vectors 
r = scaling range 
p = absolute channel pressure defined in 

Fig. 1, kPa 
t = time, s 

X = Martinelli parameter 
X = mass quality 

Xi = dimensional vectors 
e = a measure of the initial distance be­

tween the two starting points of tra­
jectories 

X = Lyapunov exponent 
T = delay time 
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power spectral density function (PSD), autocorrelation func­
tion, pseudo-phase-plane trajectory, Lyapunov exponents, and 
fractal dimensions. 

The experimental pressure data were obtained from original 
recorded tapes at a sampUng rate of 1000 digitizations per sec­
ond with a Macintosh computer. The data length of 65,000 
points for each test case was utilized to calculate various mea­
sures of chaos, especially for the algorithm for computing the 
fractal dimension. 

3.1 Power Spectral Density. Power spectral density 
(PSD) makes it possible to distinguish between periodic and 
chaotic responses. For a chaotic motion, the power spectrum is 
known to be continuous. 

The PSD analysis can give a first indication of the dimen­
sional behavior of a time series. The PSD analysis suggested 
by Gorman and Robbins (1992) can reveal information comple­
mentary to a conventional dimensional analysis or an estimation 
of Lyapunov exponents. Therefore, this approach should be 
considered before performing an expensive and time-consuming 
dimensional analysis like the correlation integral or the "nearest 
neighbor" approaches. 

The characteristics of the power spectrum of chaotic-dynamic 
systems in the low-to-moderate-frequency regimes are reflected 
as broad-band structures without dominant peaks. However, at 
the high-frequency limit of the asymptotic regimes, power spec­
tra decay toward a noise level. That noise level may be deter­
mined by instrumentation limits for data originating from mea­
surements. The manner in which the spectrum decays toward 
the noise level contains useful information on the underlying 
dynamics. Some researchers have suggested that the asymptotic 
analysis of power spectra is very useful in distinguishing be­
tween high- and low-to-moderate dimensional chaos (Ding and 
Tam, 1994). 

The PSD of plug, slug, and annular flows in a small channel 
are shown in Figs. 3 ( a - c ) on a semi-log scale. All of the 
flow regimes exhibit a broad band of frequencies, which is a 
characteristic of chaotic behavior. At the high-frequency range 
for all of the flow regimes (see Figs. 3), the power spectra show 
a clear power-law falloff by visual inspection. As suggested by 
Sigeti and Horsthemke (1987), the power-law falloff of the 
power spectrum should indicate high-dimensional chaos rather 
than a stochastic process because the data were generated from 
a deterministic system (this is not universaUy accepted (Kennel 
andlsabelle, 1992)). 

Therefore, the above analysis of the PSD for two-phase flows 
in the smaU channel indeed indicates the existence of high-
dimensional chaotic behavior, and, as we will see later the high-
dimensional attractors from correlation integral estimations. 

However, it is not possible to distinguish the flow patterns 
and transitions of two-phase flows in the small rectangular chan­
nel from the analysis of PSD or probability density function 
(PDF), as other researchers have successfully conducted in 
their common flow channels (Hubbard and Dukler, 1966; Jones 
and Zuber, 1975; Matsui, 1984). In our experimental results, 
with specific small size channel, all of the flow regimes exhibit 
a broad-band signal characteristic, which can be observed from 
both time history records and PSD analysis. 

3.2 Autocorrelation Function. Autocorrelation function 
is another signal processing tool used to identify chaotic motion. 
When a signal is chaotic, information about its past origins is 
lost. This means that the signal is only correlated with its recent 
past. 

The autocorrelation functions of the plug, slug, and annular 
flows are shown in Figs. 4{a-c). The autocorrelation functions 
for plug, slug, and annular flows have a peak at the origin delay 
time r = 0, and drop off rapidly with time, thus reflecting 
chaotic behavior. 

It can be observed from Figs. 4 that the plug, slug, and 
annular flow have different periodic oscillations along the time 

100.0 

60.0 

S. 20.0 

"•"-20.0 

-60.0 

G = 500 kg/m s, x = 0.00130 (a) 

v\yNVvyvwsJA..V\-'N/^-'^-/WV/V/V-

Plug Flow 
-100.0'— 

0.0 1.0 2.0 
Time, s 

100.0 

60.0 
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Fig. 2 Time liistories of dynamic pressure p^it) for (a) plug, (b) slug, 
and (c) annular flows (The estimated uncertainty in pressure measure­
ments is < ±5 percent.) 

delay axis, with the amplitude values of autocorrelation func­
tions near zero. However, with limited analysis, we cannot claim 
that those differences can be used to identify flow patterns. 

The importance and contribution of calculating the autocorre­
lation functions before performing other measurements of chaos 
is not only in that the autocorrelation function has provided a 
useful tool to distinguish chaotic behavior but also in that it can 
provide an optimum choice of time delay r for other measure­
ments of chaos. To estimate the attractor dimension, it is neces­
sary to construct the phase space. The phase space may be 
reconstructed by using the time-delay embedding method, while 
the calculated values of the correlation dimension and Lyapunov 
exponents from reconstructed phase space are very sensitive to 
the time delay r . Our experience has indicated that it is very 
useful and practical to choose an optimum time delay value 
from the calculated autocorrelation functions. This approach 
was originally suggested by Shaw (1985) and has since been 
extensively tested (Frazer and Swinney, 1986). As shown in 
Figs. 4, the optimum time delay is estimated to be the smallest 
value of T at which the first minimum in the autocorrelation 
function occurs. This is the time delay used in subsequent mea­
surements of chaos. 

3.3 Pseudo-Phase-Planes. To obtain the fractal dimen­
sion of a strange attractor, many methods assume that the di­
mension of the phase space wherein the attractor lies is known, 
or that all the stable variables can be measured. However, in 
our experiments, the time history of only one state variable is 
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available, i.e., dynamic pressure piit). Also, the number of 
degrees of freedom, or minimum number of significant modes 
contributing to the chaotic dynamics of two-phase flows, are 
not known a priori. In this case, pseudo-phase-space (embed­
ding space) trajectories of the motion, or a strange attractor, 
can be reconstructed with the time delay embedding method 
(Packard et al., 1980). Given a scalar time series, one can 
reconstruct D-dimensional vectors from the following equation: 

Xi = {x(t,),x(ti + T),x{t, + 2T), ...,x[t, + (D - l ) r]} 

where D is the embedding dimension (the minimum dimension 
of the subspace), and r is the time delay. The reconstructed 
geometrical structure has the same dimensional characteristics, 
for example, the correlation dimension of the attractor generated 
from the dynamics underlying the original scalar time series. 

Figures 5 (a-c) present pseudo-phase-plane plots of the mea­
sured dynamic pressure for plug, slug, and annular flows, re­
spectively. It is obvious from these three flow patterns that 
the pseudo-phase-plane plots, indeed, indicate chaotic behavior. 
Franca et al. (1991) identified flow patterns from pseudo-phase-
plane plots for two-phase flows in a horizontal round pipe of 
19 mm i.d. However, the difference of pseudo-phase-plane sig­
natures among the three flow patterns in Fig. 5 is not sufficiently 
clear to allow one to distinguish flow pattems in this small 
rectangular channel. 

3.4 Lyapunov Exponents. Chaos in dynamics implies 
that the outcome of a dynamic process is sensitive to changes 
in initial conditions. If one imagines a set of initial conditions 

within a sphere or radius e in phase space, the chaotic motion 
trajectories originating in the sphere will map the sphere into 
an ellipsoid whose major axis grows as d = ee^', where \ is 
known as a Lyapunov exponent. Lyapunov exponents, the aver­
age exponential rates of divergence or convergence of nearby 
orbits in phase space (Moon, 1987), have been shown to be 
the most useful dynamic diagnostic tool in quantifying chaotic 
systems. 

Several investigators of chaotic dynamics have developed 
algorithms to calculate the Lyapunov exponent. For regular mo­
tion \ s 0; but for chaotic motion, X. > 0. Thus, the sign of X 
is a criterion for chaos. Any system containing at least one 
positive Lyapunov exponent is defined as chaotic. 

We used the algorithm proposed by Wolf et al. (1985) to 
determine the Lyapunov exponents from a time series of abso­
lute pressure for different flow pattems. This algorithm is com­
monly used even though it is considered not to be a perfect and 
reliable one. Figures 6(a-c) show Lyapunov exponents for 
plug, slug, and annular flows. In the figures, evolution time 
refers to fractions of the "orbit time." This is the characteristic 
time scale for the average duration of a wiggle. In Fig. 6, the 
exponents are positive, which shows that the attractor had an 
expanding direction, constituting convincing evidence for cha­
otic behavior of plug, slug, and annular flows. The results pro­
vide further evidence of chaotic behavior in two-phase flows in 
small channels. 

3.5 Correlation Dimensions. Another approach for pre­
dicting chaotic motion quantitatively is the use of fractal dimen­
sions. A noninteger fractal dimension of the orbit in a phase 
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space implies the existence of a strange attractor. The basic idea 
is to characterize the "strangeness" of the chaotic attractor. 
Although practical use of fractal dimensions in measuring and 
characterizing chaotic motion has yet to be fully established, 
various definitions have been developed, including the capacity 
dimension, correlation dimension, and information dimension. 

Of the several methods available to estimate the attractor 
dimensions, we used measurement of the correlation dimension, 
which has been used successfully by many investigators in other 
fields (Moon, 1987). In particular, we used Grassberger and 
Procaccia's method (1983) to calculate the correlation dimen­
sions of measured pressure data of two-phase flow. This method 
is a commonly used dimension algorithm to date but with some 
limitations in the scaUng of correlation dimension as pointed 
out by Kennel and Isabelle (1992). 

The correlation function is defined as: C(r) = lim^̂ oo ( 1 / 
N^) (number of pairs of points on the attractor whose distance 
is less than r). Here, N is the number of D-dimensional vectors 
constructed from the scalar time series. For some range r, called 
the scaling region, C(r) scales as r ' 's where d^. is the correlation 
dimension (Grassberger and Procaccia, 1983). A saturation of 
dc as the embedding dimension D increases indicates that the 
time series has a nonrandom component. 

Correlation integral analysis is applied to the experimental 
data of pressure in two-phase flows. Figures l{a-c) show the 
correlation functions C{r) versus logj r for plug, slug, and 
annular flows, respectively, with embedding dimensions in­
creasing from 5 to 30 in intervals of 5. The correlation dimen­

sions at different embedding dimensions are determined by the 
slopes of the least-squares fitted straight line of the correlation 
functions. The estimated correlation dimensions versus the em­
bedding dimensions for plug, slug, and annular flows ai"e plotted 
in Fig. 8, which shows that the correlation dimensions tend to 
saturate at values of dc ^ 6.6 as the embedding dimension 
reaches 15 or greater for the plug flow, at values of rf, ^ 5A 
as the embedding dimension reaches 20 or greater for the slug 
flow, and at values of dc ^ 9.3 as the embedding dimension 
reaches 20 or greater for the annular flow. The results from 
Figs. 7 and 8 provide evidence that two-phase flow in the small 
channel is deterministic chaotic motion, not a random oscillation 
(the dimension of random oscillation will increase as the em­
bedding dimension increases). It appears that the correlation 
dimension may provide a new tool for the identification of 
two-phase flow patterns and transitions in a small, horizontal, 
rectangular channel. 

4 Identifying Flow Patterns and Transitions 
Correlation functions C{r) with various mass quality x in the 

three regimes of plug, slug, and annular flows are shown in 
Figs. 9 ( a - c ) (with embedding dimension rf^ = 20). For plug 
flows, the correlation functions fall in the region of logj r = 
- 5 to 0, and with mass quality x increasing, the correlation 
function advances to the right (see Fig. 9 (a ) ) ; for the slug 
flows, the correlation functions fall in the region of logj r = 
- 1 to 3, and with mass quality x increasing, the correlation 
function again shifts to the right (see Fig. 9 ( / J ) ) ; for the annular 
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flows, the correlation functions fall in the region of log2 r = 1 
to 3, and with mass quality x increasing, the correlation function 
shifts to the left (see Fig. 9(c) ) . Figures 9 show a tendency of 
the correlation function to distinguish flow patterns for two-
phase flows in small channels. 

For different flow patterns, the correlation functions fall in 
different regions. In the case of mass flux G = 500 kg/m^s, 
which is a relatively high mass flux value in the experiment 
(see Wambsganssetal., 1991,1992,1994), the range of values 
for the plug flow is different from that for the two other flow 
patterns. It is easy to distinguish the plug flow for it usually 
has low value of the correlation function. With a high mass 
flux, the values of the correlation function for the annular flow 
fall in the same region as that for the slug flow. While, with 
mass quality increasing, the curves of correlation functions shift 
to the left for the annular flow but shift to the right for the slug 
flow. 

Correlation dimensions as a function of mass quality x are 
presented with root mean square (RMS) pressures in Fig. 10. 
We can identify a difference in fractal dimension levels for the 
various flow regimes, even though all would be defined as high-
dimensional chaos. When plotted as a function of mass quality, 
a change in the trend of the correlation dimension could be 
identified with the transition of the plug to the slug flow pattern. 
With increasing mass quality, the correlation dimension de­
creases in the plug region and increases in the slug region. The 
correlation dimension was also lower in the plug region. The 
transition to annular flow could not be determined from correla-
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Fig. 8 Correlation dimensions dc versus embedding dimension d^ for 
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tion dimension data. The result of the transition of plug to slug 
flow is in good agreement with the result of the RMS of dynamic 
pressure-time signals (Wambsganss et al., 1991, 1992, 1994). 

Figures 9 and 10 show that changes apparently exist in the 
trend of the estimation of the fractal dimension that can be used 
to distinguish flow patterns and transitions, as these two-phase 
flows in small channels are, in fact, deterministic systems. 
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{0) . 
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Fig. 9 Correlation dimensions of dynamic pressure p,(t) for (a) plug, 
(b) slug, and (c) annular flows witli embedding dimension de = 20 
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5 Conclusions 
Various measurement tools that are used in chaos theory were 

applied to analyze two-phase pressure signals with the objective 
of identifying and interpreting flow pattern transitions. These 
tools included power spectral density function (PSD), autocor­
relation function, pseudo-phase-plane trajectory, Lyapunov ex­
ponents, and fractal dimensions. 

Application of the pseudo-phase-plane trajectory, the PSD 
and autocorrelation functions, indeed, indicated the existence 
of chaotic behavior in the two-phase pressure measurement. In 
particular, the pseudo-phase-plane trajectory displayed compli­
cated patterns, the PSD was continuous, and the autocorrelation 
function showed a peak at r = 0 and then dropped off rapidly. 
The Lyapunov exponents were shown to be > 0 in quality ranges 
corresponding to the various flow patterns of interest. This pro­
vides the most convincing evidence for chaotic behavior and 
distinguishes two-phase flow in a small, horizontal, rectangular 
channel as a deterministic chaos rather than a random system. 
However, the results obtained with the various measurement 
tools of chaotic motion, such as the PSD function, autocorrela­
tion function, pseudo-phase-plane trajectory, Lyapunov expo­
nents, cannot be easily adopted as criteria for identifying flow 
pattern transition in very small, horizontal and rectangular chan­
nels. 

The theory of fractal dimensions, in the form of correlation 
dimensions, was used to quantify the identified chaotic behav­
ior. Embedding techniques and an approach to obtain optimum 
time delay were employed to calculate the correlation dimen­
sions. In general, high dimensions were found for two-phase 
pressure signals in ranges corresponding to the various flow 
patterns of interest. When plotted as a function of mass quality, 
a change in trend of the correlation dimension could be identi­
fied with the transition of the plug to the slug flow pattern. The 
correlation dimension decreased as mass quality increased in 
the plug region, whereas the correlation dimension increased as 
the mass quality increased in the slug region. The correlation 
dimension in the plug region was lower. 

It appears that fractal dimensions offer a promising way to 
objectively classify flow patterns. However, the time for data 
processing is such that it is not a practical tool for online analy­
sis. The software we used for estimating dimensions is not well 
developed. Algorithms should be improved so that more data 
points can be involved and processing time can be reduced. 
Then, not only will the measurement of chaos be more accurate, 
but the method of estimating fractal dimension will be easily 
applied to broad practical purposes. 

It was demonstrated that the randomlike pressure fluctuations 
characteristic of two-phase flow in small rectangular channels 
are chaotic, and governed by a high-order deterministic system. 
The correlation dimension is potentially a new approach to 
identifying certain two-phase flow patterns and transitions. 

However, more work will be required before objective tech­
niques are available for the identification and classification of 
two-phase flow patterns and transitions. We hope this study will 
stimulate future research relating to the application of chaos 
theory in this important area. 
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A Review of Electrical 
Impedance Techniques 
for the Measurement 
of Multiphase Flows 
Various developments in the use of electrical impedance methods in multiphase flow 
are reviewed. Because the components of a multiphase flow often exhibit different 
electrical properties, a variety of probes have been developed to study such flows by 
measuring impedance in the region of interest. Nonintrusive devices are used to 
measure spatially averaged flow properties, such as void fraction. Local probes have 
been developed to measure a variety of pointwise flow quantities, including film 
thickness in annular flow, local void fraction in dispensed flows, bubble and particle 
sizes, and flow velocities. Such impedance probes are usually easy to build and use, 
and can have a high frequency response. However, the spatial resolution of the 
probes may be limited, calibration may be difficult, and the accuracy of some probes 
may be limited to specific phase distributions. Researchers are now using electric 
fields to reconstruct the impedance distribution within a measurement volume via 
Electrical Impedance Tomography (EIT). BIT systems employ voltage and current 
measurements on the boundary of a domain to create a representation of the imped­
ance distribution within the domain. EIT inversion algorithms are discussed, and the 
application of EIT to multiphase flows is reviewed. The benefits and limitations of 
EIT systems are also discussed. 

Introduction 
The study of multiphase flows has led to the development of 

various electrical impedance probes. In many multiphase flows, 
the phases have significantly different electrical impedances, 
and local or volume averaged measurement of these quantities 
can reveal information about the spatial and temporal distribu­
tion of the phases within the flow. Resistance, capacitance, in­
ductance, or any combination of these quantities may be mea­
sured by probes of various designs. The scale on which informa­
tion is gathered can vary also: the impedance of the flow may 
be measured in a small region with a local probe, or averaged 
over a large volume with an integrating probe. With a strategic 
selection of the probe geometry and appropriate calibration, 
impedance probes have been used to measure a variety of multi­
phase flow quantities, including mean and fluctuating void frac­
tion in bubbly pipe flows, the dynamics of slug flows, film 
thickness in annular flows, void fraction in ocean waves, and 
bubble size and velocity distributions in fluidized beds. Imped­
ance probes offer high frequency response, potentially low cost, 
and relative ease of construction. 

Impedance techniques have been used since the late 1950s, 
and a number of authors have reviewed the use of electrical 
impedance probes in multiphase flows. Of particular note are 
the reviews by Bergles (1969), Jones and Delhaye (1976), 
Hewitt (1978), Banerjee and Lahey (1981), Cheremisinoff 
(1986), and Jones et al. (1992), all of whom describe a variety 
of measurement techniques. This paper will review past and 
current work in the use of impedance probes to measure multi­
phase flow properties, with emphasis placed on recent develop­
ments. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING , Manuscript received by the Fluids Engineering Division 
January 16, 1995; revised manuscript received December 4, 1995. Associate 
Technical Editor: O. C. Jones. 

Bulk Void Fraction Meters 

One of the earliest uses of impedance probes has been the 
measurement of the void fraction in a multiphase pipe flow. 
The bulk electrical properties of the muhiphase flow depend 
upon the relative concentrations of the various phases, making 
measurement of the void fraction possible. For a uniformly 
disperse bubbly mixture Hewitt (1978) follows the analysis of 
Maxwell (1881) to determine the void fraction, a, from the 
electrical properties of the two phases: 

A-A, 

A + 2AL) \ Eo 

EG + 2e, 

£/, 
(1) 

Here, A is the admittance (the reciprocal of the impedance, Z) 
of the mixture and A^ is the admittance of the liquid alone, tc 
and Ei, are either the conductivities or the dielectric constants of 
the gas and liquid phases, respectively, depending upon which 
electrical quantity dominates the admittance of the mixture. At 
the other extreme, the void fraction of a mixture of liquid drop­
lets and air is given by: 

Ae^ - Acta \ /cz. + leg 

AtL + 2At£G/ \ €i - £o 
(2) 

By placing electrodes at the perimeter of a pipe and measur­
ing the bulk impedance across the electrodes, the void fraction 
of the pipe flow may be deduced. Figure 1 shows a typical 
void fraction meter based on this principle. Investigators have 
successfully used this technique since the late 1950s, and Hewitt 
(1978) provides an extensive review of its use. Polarization 
effects on the electrodes can be avoided in most void fraction 
meters by the use of alternating current. The frequency range 
selected for the current will determine which component of 
the total impedance will dominate the measurement (usually 
resistance or capacitance). As the applied frequency is in-
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Fig. 1 An Impedance void fraction meter witli two sliielded electrodes. 
(1) acrylic pipe; (2) stainless steel shielding electrodes; (3) stainless-
steel measuring electrodes; (4) 3-pin connector. Adapted from Kytdmaa 
and Brennen (1991). 

creased, the capacitance of the phases will dominate the bulk 
admittance (Olsen, 1967). For air-water mixtures, the fre­
quency of operation found in the literature by the authors ranges 
from 5 kHz to 5 MHz. 

A serious limitation of the impedance void fraction meter 
is its sensitivity to the particular phase distribution across the 
electrodes. As shown by the above equations, the void fractions 
associated with a measured admittance value are markedly dif­
ferent for the cases of dispersed air and dispersed fluid. Bolman 
et al. (1974) calculated admittance ratios for a variety of pipe-
flow regimes, and concluded that a simple two-electrode device 
must be recalibrated for each specific flow regime. Chang et al. 
(1984) experimented with a two-ring capacitance transducer, 
and they also determined that the transducer response is strongly 
related to the flow regime. Olsen (1967) first attempted to study 
permutations on the traditional two-electrode design to avoid 
this limitation, and other more recent investigations have contin­
ued to do so. 

Kytomaa (1987) altered the impedance void meter of Bemier 
(1981) by introducing guard electrodes which bracket the two 
measuring electrodes (Fig. 1). In this arrangement, the mea­
surement volume will more closely approximate a cross-sec­
tional slice of the pipe. Xie et al. (1990) used finite-element 
analysis of the potential field in a two-electfode system to search 
for a design in which the system capacitance changes linearly 
with flow concentration. Their optimum design contained elec­
trodes which subtended an angle of 125 deg each; they recom­
mended that the pipe should be made of low-permittivity mate­
rial, and should have an outer radius twice that of the inner 
radius. Along similar lines, a study by Lemonnier et al. (1991) 
explored the sensitivity of the two-electrode instrument to ec­
centricity of voids in annular flow. Their results suggest that in 
annular flows where the phases are not radially symmetric, each 
electrode should subtend an angle of 90 deg to properly measure 
void fractions. This differs from the angular criteria of Xie et 
a l , but while the theoretical work of Lemonnier et al. applies 
only to annular flow, Xie et al. considered annular and core 
flow in their numerical studies. 

Abouelwafa and Kendall (1980) experimented with a variety 
of electrode configurations for air-water, air-oil, and oil-water 
mixtures over a range of flow regimes. They concluded that a 
double helix electrode arrangement provided the best overall 
measurement of average void fraction. Geraets and Borst 
(1988) examined a helix electrode geometry analytically and 
experimentally by adding guard electrodes, as shown in Fig. 2, 
They determined that the system satisfactorily measured the 
average void fraction over a variety of flow regimes, since 
spatial averaging is automatically achieved for the helical geom­
etry. The authors do point out, however, that impedance meters 
will become less effective as the void fraction of the flow in­
creases, and suggest one solution may be the placement of a 

electrode geometry 

coaxial cable connector 

electrode 1 

electrode 2 

shield electrode 

guard electrode 

Fig. 2 A void fraction meter design using a helical electrode geometry 
(adapted from Geraets and Borst, 1988) 

dielectric inner tube in the pipe to force the electric field lines 
to cross the middle of the pipe. 

Merilo et al. (1977) introduced yet another design, meant to 
overcome the sensitivity of the impedance void fraction meter 
to the phase distribution. Their system used six electrodes flush-
mounted around the pipe inner wall. A rotating electric field 
was then set up inside the pipe by applying a three-phase signal 
to the three pairs of opposing electrodes (Fig. 3). Calibrations 
of the initial design were compared to the theoretical results of 
Maxwell (1881) and Bruggeman (1935), and good agreement 
was found over a range of flow regimes. Snell et al. (1978) 
modified the system, turning the electrode assembly about a 
horizontal test section to find the best attitude for measuring 
stratified flows. With an electrode instead of an insulator at the 
top of the horizontal pipe, a linear calibration for horizontal 
flows was achieved with a standard deviation of only 2.3 per­
cent. Their calibration for vertical flow was also linear, although 
the data scatter in this case was larger due to greater slugging 
in the flow. They found that the calibrations work well over the 
entire range of void fractions, 0 to 100 percent. Tournaire 
(1986) compared conventional and rotating impedance void 
meters and concluded that the rotating field device provided a 
better measure of void fraction. 

ceramic 
insulator 

A B C 

0 1 n 3n 2B 

2 2 

oscillator drive signals 

2 2 

electric field vector in middle of sensor 

Fig. 3 Schematic of a void fraction meter using a rotating electric field 
(adapted from Merilo et al., 1977) 
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The sensitivity of impedance void fraction meters to flow 
regime has been turned into an advantage by some investigators. 
Recently, Wang et al. (1991) reported an investigation in which 
a conventional void fraction sensor was used to indirectly iden­
tify two-phase flow regimes in dynamic vertical pipe flow, 
through Fourier analysis of the transient void fraction signal. 
Klug and Mayinger (1993) also report an indirect method of 
identifying the two-phase flow regime. In their impedance me­
ter, eight surface plate electrodes are mounted on the inner side 
of the tube, and impedances are measured between combina­
tions of electrodes excited in sequence. A total of 27 electrode 
combinations (and electric fields) is possible. The matrix of 
impedance measurements is compared against a reference ma­
trix of impedances for flow regimes of interest. By interpolating 
the measurements within the reference matrix, the void fraction 
and flow regime are identified. Klug and Mayinger tested their 
instrument in oil/gas and water/gas flows, using only a subset 
of the electrode combinations for faster measurements. Results 
of the tests demonstrate that even with shorter measurement 
cycles, the void fraction can be measured with an uncertainty 
of ± 3 percent voids in stratified and bubbly flow, and an 
uncertainty of ± 9 percent voids in annular flows. 

One distinct advantage of electrical impedance probes is their 
high frequency response, a feature which makes them useful 
for studying time-dependent flows. Investigators have used inte­
grating void fraction meters to measure mean and fluctuating 
void fractions at a specific pipe cross section. By correlating 
the signals of two or more meters, disturbance velocities can be 
recorded. Recent examples of dynamic impedance void fraction 
measurements include the work of Kytomaa and Brennen 
(1991), who used two conventional impedance void fraction 
meters to examine the propagation and attenuation of small 
amplitude disturbance waves in vertical bubbly and particulate 
flows. Saiz-Jabardo and Boure (1989) used a series of conven­
tional and rotating field void fraction meters to study the propa­
gation of void fraction disturbances in vertical bubbly flows 
and in bubbly-slug flows. The system of Wang et al. (1991) 
described earlier in this section uses time-dependent measure­
ments to identify flow regimes. Furthermore, Andreussi et al. 
(1988) and Andreussi and Bendiksen (1989) have used a multi­
ple electrode ring system to study the dynamics of slug flows. 

Local Void Fraction Probes 

Electrical impedance probes have been devised which mea­
sure local void fractions of dispersed multiphase flows. Instru­
ments of this kind use either wire electrodes stretched across 
the flow, or probes flush-mounted to the walls of the channel. 
In one example of the use of wire electrodes. Hardy and Hylton 
(1984) measured the average void fraction over a large area of 
a pipe flow using a dual wire string probe designed for harsh 
chemical environments. Lamarre and Melvifle (1992) devel­
oped an instrument using three parallel wire electrodes and 
employed it to accurately measure the void fraction of breaking 
surface waves, a phenomenon important in oceanic physics. 
Cheremisinoff (1986) reviews the use of flush-mounted probes 
to measure properties of multiphase fluidized beds. Again, these 
probes may be used in both resistive and capacitive modes. 
Ceccio and Brennen (1991 and 1992) have used flush-mounted 
impedance probes in the study of cavitation. Individual cavita­
tion bubbles were detected and measured with pairs of point 
and local area probes, and the dynamics of attached cavities 
were examined with flush-mounted probes. 

Barnea et al. (1980) combined flush-mounted and wire 
probes to study transition between flow patterns in gas-liquid 
flows. Kelessidis and Dukler (1989) and Das and Pattanayak 
(1993) adapted Barnea's instrument and method to identify 
two-phase flow transitions in the annuli between concentric and 
eccentric tubes by analyzing the probabiUty density functions 
of the probe signal. 

o?6 

a) long tip probe b) short tip probe 

Fig. 4 Conductivity probes used to measure local void fractions In bub­
bly flows, showing electric field lines (adapted from Teyssedou and Ta-
pucu, 19B8) 

A series of electrical impedance probes have been developed 
to examine the interior behavior of multiphase pipe flows. The 
simplest devices consist of needle probes; a probe is placed 
with its tip in the center of a pipe, and a corresponding electrode 
is mounted flush to the wall. By examining the dynamics of the 
signal, one may infer the flow pattern in the pipe (Hewitt, 
1978). Warrier and Nguyen (1993) used such a probe to mea­
sure bubble velocities in horizontal flow. This method can only 
provide an approximate indication of the internal flow, however. 
More common are local point probes with two or more elec­
trodes. Bergles (1969) and Jones and Delhaye (1976) review 
the use of these local probes, which allow the void fraction to 
be inferred over a region close to the probe; guard electrodes 
may be used to alter the probe's measuring volume. Nasr-El-
Din et al. (1987) give a detailed analysis of such a probe used 
in dispersed water-solids systems, and Teyssedou and Tapucu 
(1988) describe a system used to measure local void fraction 
in a bubbly flow (Fig. 4) . Evaluation of the signals from imped­
ance probes such as these is not straightforward, because the 
probe response is influenced by the entire electric field, not just 
the nearby field exemplified in Fig. 4. A void passing the probe 
but not intersecting the measuring volume can still produce a 
signal, for instance, and alter the signal from a bubble in the 
neighborhood of the probe. 

More sophisticated probes have been developed to measure 
bubble size and velocity distributions in turbulent fluidized beds 
and bubbly flows. Calderbank et al. (1976) developed a five-
electrode probe to determine bubble sizes and trajectory (see 
also Burgess and Calderbank, 1975). By analyzing the time 
delay between each electrode contact, bubble velocities, trajec­
tories, shapes and size distributions could be determined, al­
though this required complex data reduction and difficult probe 
calibration. Also, as with every intrusive measurement device, 
the probe may affect the flow field near the bubble, and the 
bubble may be deformed by the probe. Rowe and Masson 
(1980) calibrated an impedance probe similar to that of Werther 
and Molerus (1973) and found that the measurements of bubble 
size and velocity compared poorly to measurements made with 
X-ray photography. In a later study, Rowe and Masson (1981) 
compared the bubble probe results with photographic observa­
tions and noted that the probes significantly affect the motion 
and geometry of the bubble, concluding that single bubble data 
from impedance probes was suspect. In more recent studies, 
Gunn and Al-Doori (1985), van der Welle (1985), and Clark 
et al. (1992) have attempted to perform more detailed calibra­
tion of these probes using photographic calibration, gamma-ray 
attenuation data, and statistical analysis combined with photo­
graphic data, respectively. 

Point resistivity probes which measure the density of interfa-
cial areas between phases have been described by Kataoka et 
al. (1986) and Revankar and Ishii (1992 and 1993). Interfacial 
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^ ^ wm, m^m. 
(a) flush-wire (b) parallel-wire (c) flush pair 

Fig. 5 Probes used to measure film thickness at a wall: (a) single wire 
and flush-mounted electrode; (b) parallel wires; (c) flush-mounted elec­
trode pair (adapted from Kim and Kang, 1990, and dzgU et al., 1973) 

area concentration can be related to bubble diameter and void 
fraction, and is particularly needed for accurate analysis of two-
phase flows using the two-fluid model. Using correlation func­
tions to describe the motion of the interface in directions other 
than the flow direction (Kataoka and Serizawa, 1990), measure­
ments from a two-sensor probe were translated into local interfa-
cial area concentrations, void fractions and bubble velocities. 
Probe measurements in vertical bubbly and slug flows compared 
very favorably with void fractions and bubble velocities from 
differential pressure and photographic measurements. A second 
probe design uses four point resistivity sensors along three or­
thogonal axes; here, the timing of voltage changes among the 
four probes provides a measurement of void fraction and inter­
face velocity without the statistical assumptions required for the 
two-sensor probe. The four-sensor probe also measured void 
fractions and interface areas satisfactorily in bubbly and cap-
bubbly vertical flows. 

Similar to resistance and capacitance probes is the inductance 
probe developed by Cranfield (1972). Here, magnetic particles 
will induce small currents in a coil mounted in the probe. Conse­
quently, individual components of a multiphase flow can be 
detected, if they can be magnetized. Abuaf et al. (1979) de­
signed and tested a radio-frequency probe consisting of two 
parallel wires, one wire emitting a sinusoidal signal and the 
other acting as a receiver. With systematic study of the probe 
response to individual bubbles, the investigators were able to 
determine bubble sizes and velocities to within ± 1 0 percent. 
Yoshida et al. (1982) has developed an electrical discharge 
probe which can be used to detect particles or bubbles which 
have a significantly lower breakdown voltage than the continu­
ous media in which they reside. 

Film Thickness Probes 
Wire electrode, needle, and flush-mounted probes have also 

been applied to the measurement of liquid film dynamics in 
annular and stratified flows. Bergles (1969) and Hewitt (1978) 
detail much of the early work on these devices. In many applica­
tions, a needle electrode is placed a fixed distance above a flush-
mounted wall electrode to measure the distribution of local film 
thickness or wave height. Figure 5 shows such a probe devel­
oped by Kim and Kang (1990). When the liquid film contacts 
the needle, the circuit is completed, and a signal is generated. 
Contact with the needle is usually intermittent, and analysis of 
the number and duration of the probe contacts at different probe 
heights can be used to derive the local film-thickness probability 
distribution. 

Film thickness may also be measured continuously by imped­
ance probes. An example of a continuous measurement instru­
ment is the dual wire electrode probe, also shown in Fig. 5. As 
the height of the fluid on the wires increases, the impedance 
across the wires decreases, although this relationship is not 
linear. The two wires may just pierce the liquid film and measure 
film thickness in several locations at a particular pipe position 
(e.g., Cheremisinoff, 1977), or the electrodes may span the 
entire cross section of the pipe. Miya et al. (1971) and Brown 
et a l (1978) discuss the theoretical basis for these probes and 

present experimental calibration curves. Recent applications of 
the parallel wire probe include the studies of Lin and Hanratty 
(1987), Koskie et al. (1989), and Ruder et al. (1989). Wire 
probes of either kind (needle and flush-mounted, or dual wire 
probe) may only be used when their presence does not interfere 
with the flow itself. Also, wire and needle probes may be influ­
enced by hysteresis effects which result from the finite time 
required for fluid to drain from the wire surface. 

Pairs of electrodes mounted flush to the pipe wall can provide 
a nonintrusive measurement of film thickness, and this tech­
nique has been in use for some time. An example of this elec­
trode geometry is also shown in Fig. 5. Coney (1978) reviewed 
the use of these probes to measure film thickness, and mentioned 
several limitations of these devices. As the electrodes are made 
smaller and are brought closer together, the area over which 
the probe averages its measurements will be reduced, but the 
maximum fluid height the probe can measure will also be re­
duced. Ozgti et al. (1973) and more recently Delil (1987) dis­
cuss the theoretical and experimental response of a capacitance 
probe for measuring film thicknesses of a variety of conducting 
and nonconducting fluids. For thin films, the response of this 
probe is approximately linear for thicknesses on the order of 
the electrode dimension. Keska (1990) combined coplanar and 
transverse flush-mounted electrode probes to determine both 
film thickness and spatial concentration in annular flow. 

One disadvantage of flush-mounted probes is the small cur­
rents that must be measured. Because current decreases as the 
electrode size is reduced, a compromise must be struck for 
a given instrument scale between fast response time and the 
elimination of stray signals. A successful and affordable com­
promise will depend on whether the fluid impedance is domi­
nated by conductance or capacitance, and may not be possible 
in some cases. A drawback of all impedance methods, including 
bulk void fraction meters and local probes, is the need to com­
pensate for changes in the electrical properties of the phases 
over time. Variations in the conductivity of phases with temper­
ature can easily be corrected, but unforeseen changes in phase 
composition or ionic content after instrument calibration can 
only be compensated for under controlled laboratory conditions. 
For this reason, impedance probes and meters are not often 
found in industrial applications. 

Electrical Impedance Tomography 
The variety of probes and electrode geometries described 

above points to a dilemma in multiphase flow measurements: 
probes should be placed outside the domain of the flow, so as 
not to disturb the flow itself, yet phase distributions cannot 
easily be measured from the flow boundary. Tomography is a 
possible solution to this dilemma. With tomographic instru­
ments, the spatial phase distribution can be determined without 
disturbing the flow. Most of the tomographic instruments avail­
able to study multiphase flow have been derived from devices 
for medical applications, such as X-ray, nuclear magnetic reso­
nance (NMR), and positron emission tomography (PET) scan­
ners. These instruments are often limited to the study of slowly 
changing systems, however, and can be difficult to use due to 
safety and cost considerations. 

In recent years, the medical community has pioneered the 
use of electrical impedance tomography (EIT) as a low cost 
alternative relative to conventional medical tomographic sys­
tems. EIT uses measurements of the electrical impedance at the 
boundary of a test domain to reconstruct the impedance within 
the domain. A survey of the basics of the method and its applica­
tion to medical diagnostics is found in the book Electrical Im­
pedance Tomography, edited by J. G. Webster (1990). Re­
searchers are now attempting to implement such systems for 
the study of multiphase flows. 

In EIT, a number of electrodes are mounted to the surface 
of a domain of interest D. As with bulk void fraction meters. 
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alternating current (AC) is used to avoid polarization effects 
on the electrodes. For AC electrical conduction with field fre­
quencies on the order of tens of megahertz or lower, the electric 
potential within a conducting domain is given by 

V - f f V y = 0 (3) 

when no charge sources or sinks are present in D. Here, u is 
the complex conductivity and Y is the electric potential. At the 
boundary of D, the mixed boundary conditions are given by 

cr(VV • n) + 9 = 0, (4) 

where n is the unit normal vector outward from the domain 
boundary, and ^ is a charge flux on the boundary. Multiple 
measurements of q and V at the boundary of D are used to 
reconstruct the conductivity distribution within D. An iterative 
reconstruction process is required to arrive at a conductivity 
distribution which will yield the measured boundary conditions. 

In practice, current injections and voltage measurements will 
be performed at a finite number of locations on the boundary, 
and these measurements may be averaged over a portion of the 
boundary surface. Consequently, the limited resolution of the 
reconstructed conductivity field will be strongly related to the 
number of locations used to probe the domain. If Â  electrodes 
are used, the domain can be modeled as an A -̂port impedance 
network. A current source and current sink of equal strength are 
placed on two of the ports, and the resulting voltage distribution 
around the "network" can be measured at (W - 1) ports, with 
one port referenced to ground. The total number of linearly 
independent voltage measurements, R^,, is then given by 

Rti 
N{N - 1) 

(5) 

RN is also the number of independent impedance elements 
which can be determined from these voltage "projections" and 
used to model the domain. 

Several simplifying assumptions are generally employed in 
EIT, the validity of which should be noted. First, the domain 
is assumed to be two-dimensional, and the injection current is 
assumed to be confined to a two-dimensional plane. In practice, 
applied fields are three-dimensional, especially for small, un­
guarded electrodes; unless the test domain is carefully chosen 
to be uniform in the third dimension, the 2-D image which 
results will reflect the 3-D nature of the excitation field. (Full 
three-dimensional EIT is possible in principle, but would require 
state-of-the art computer equipment and impractical amounts 
of time and memory.) Another common assumption is that the 
conductivity within the domain may be assumed to be piecewise 
constant, although some works discussed later in this section 
model conductivity with continuous functions. A third simplifi­
cation is that the voltage in the domain is easily represented by 
mathematical models. These assumptions make it possible to 
represent the domain by discrete finite elements during recon­
struction. It is also assumed that the impedance distribution 
within the domain does not change significantly over time while 
voltage projections are acquired. As a result, EIT systems must 
acquire projections rapidly to image most multiphase flows, and 
can be severely limited in applications to dynamic flows. 

To reconstruct the image of the domain, a ' 'candidate'' repre­
sentation of the impedance distribution is first constructed. A 
set of voltage projections are then computed from the candidate 
distribution. The candidate projections are compared to voltages 
measured on the boundary during current injection, and their 
difference is characterized by some error criterion. Finally, the 
candidate distribution is modified based on the error, and a new 
set of candidate projections is computed. This process continues 
until some minimum error criterion is satisfied. 

EIT reconstruction is an ill-posed problem. As such, the re­
constructed impedance "solution" may not satisfy require­
ments of existence or continuous dependence on the problem 

current 
injection 
electrodes current flow 

equipotentials 

4 ^ voltage 
\ measurement 
\ electrodes 

5^ 

Fig. 6 Schematic of current injection and voitage measurements talcen 
by an EIT system (adapted from Plaskowsid et a!., 1995). The shaded 
region indicates where Impedances are to be computed from equipoten-
tiai measurements. 

data. Most importantly, as a consequence of the ill-conditioning 
of the problem, the solution is sensitive to noise in the projec­
tions. As the number of electrodes or the spatial resolution of 
the solution increases, the ill-conditioning and the sensitivity 
to noise increase also. A priori knowledge of the impedance 
distribution may be used to aid in restoration, but in most multi­
phase flows, such information may not be readily available. 

Beck and co-workers at the University of Manchester Insti­
tute of Science and Technology (UMIST) are one of two teams 
developing an EIT system for multiphase flow diagnostics 
(Plaskowski et al , 1995). Xie et al. (1989a and b) discuss their 
algorithm for image reconstruction and identification of flow 
regimes. In their system, voltage projections are acquired by 
measuring the capacitance across pairs of electrodes. Linear 
backprojection between equipotential lines is then used to re­
construct the impedance distribution following the method of 
Barber and Brown (1984). 

In this technique, the domain is first assumed to have a uni­
form impedance distribution equal to the measured bulk average 
impedance. A set of voltage projections is then computed for 
the uniform domain. The actual domain to be reconstructed is 
not uniform, so the measured projections will be different from 
these calculated ones. For each projection measurement, current 
is sourced at one port and sinked at another to impose a voltage 
gradient over the domain (Fig. 6) . The result is a set of mea­
sured voltage differences between adjacent pairs of electrodes, 
which can be taken as the difference between the voltages of 
two equipotential lines extending from the ports at the boundary 
of the domain. The principal assumption of the backprojection 
method is that the voltage on the equipotentials of the measured, 
inhomogeneous domain differ from those of the uniform domain 
by only a small amount for all projections. Under this assump­
tion, the difference in impedance Aa between pairs of equipo­
tential lines in the calculated and measured domains can be 
calculated from 

an + Ag _ AVH 

a„ ~ AV«' 
(6) 

Here, a^ is the homogeneous impedance of the calculated pro­
jection set, and AV^ and AV/, are the potential differences 
between the equipotential lines (measured at the same positions 
on the boundary) in the measured and calculated projection 
sets, respectively. The region of the calculated domain between 
the two equipotential lines will enclose a number of discrete 
elements, or "pixels," and the impedance of those elements is 
perturbed by ACT. This is repeated for all the projections to 
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produce a new, non-uniform representation of the impedance 
distribution. 

The backprojection method has limitations which will influ­
ence its accuracy. First, the impedance distribution in the mea­
sured domain will usually not be a small perturbation from the 
bulk average impedance. In air-water mixtures, for example, 
the electrical properties of the two phases differ by nearly two 
orders of magnitude. Second, it is also assumed in the backpro­
jection method that small changes in conductivity do not sig­
nificantly change the path of current within the domain (Seagar 
et al , 1987). In actual backprojection applications (and in EIT 
in general), this assumption is often violated, particularly in 
air-water mixtures. Backprojection is therefore of limited valid­
ity when small changes in conductivity significantly alter the 
current path through the domain. Third, several of the calculated 
equipotential lines will inevitably intersect some of the discrete 
elements which comprise the calculated domain, rather than 
follow pixel boundaries. Thus, the backprojection method will 
tend to "smooth out" the calculated impedance distribution. 

Two additional steps may be taken to refine the computed 
impedance distribution. The UMIST group (Dickin et al , 1993) 
employs a ramp filter to reduce the blurring of the reconstructed 
distribution. However, the type and extent of filtering will sig­
nificantly influence the final image, and filtering is often suc­
cessful only when a priori assumptions are made about the 
actual phase distribution. Second, the backprojection process 
may be iterated to refine the solution. Iterative backprojection 
uses the last result of the domain calculation to derive new 
equipotential lines and impedance perturbations, and requires a 
much more refined analysis than once-through backprojection 
for successful results. 

Jones and co-workers at Rensselaer Polytechnic Institute have 
also been developing an EIT system for the study of multiphase 
flows (Jones et al., 1992, 1993, and 1994; Lin et al., 1993). 
Their reconstruction algorithm is based on the method devel­
oped by Yorkey et al. (1987) and is referred to as the YWT 
method. In this method, the domain is modeled as a network 
of M impedances, cr^. which can be real or complex. A finite 
element solution of the currents and voltages within the domain 
can be formulated using Kirchoff's law in matrix form: 

Y A / X W ' . NXN^ NXP (7) 

Here, Y is the matrix of admittances (the inverse of the imped­
ance matrix), V is the nodal voltage matrix, C is the nodal 
current matrix. A' is the number of nodes, and P is the number of 
current excitations. If E electrodes are employed at the domain 
boundary, a vector f̂ xp may be constructed from the calculated 
boundary voltages, and measured boundary voltages can form 
another vector g^xp. The calculated and measured boundary 
voltages can be used to form an error criterion (p, where 

'^ = 5 [ f - g ] ' [ f - g ] (8) 

is the squared error of the domain reconstruction. 
An iterative procedure is used to minimize (/> by modifying 

the elemental impedances CTM- The error is minimized when the 
derivative of (f) with respect to CTM is zero, or 

g] = 0 (9) 

where the Jacobian f' = dt/dc/n- 4>' can be evaluated by 
expanding it in a Taylor series about a reference impedance 
distribution aMo^, such that 

The gradient of the impedance is then approximated by 

"^ OMO = 
^"{dMo) 

where 

<A'(^M0)= [ f ' ( ( ^ A . o ) ] ^ [ f ( f f M o ) - g ] 

(11) 

(12) 

4>' = <^'{OMO) + ¥ (CTMO) '^OMO = 0. (10) 

and the approximate Hessian matrix is 

</>"(<TM0)= V^\OMo)V{i'{<yuo)\- (13) 

Consequently, the calculated distribution of the elemental im­
pedances OM can be updated toward the actual distribution by 
adding the computed gradient of the reference impedance 
Vcr^o. This process can be repeated until cj) < e, where e is a 
stopping criterion. 

Yorkey et al. (1987) compared the performance of several 
EIT reconstruction algorithms using ideal data. The single back-
projection method and the YWT method were examined along 
with three others: the "perturbation method" of Kim et al. 
(1983), iterative backprojection, and the "double constraint 
method" of Wexler et al. (1985). The perturbation method 
uses an approximation of the Jacobian matrix in determining 
changes to the resistivity elements. The double constraint 
method employs a finite element method solution to calculate 
current density in the domain, using measured voltages and 
current source values as constraints, then determines the resisti­
vity of each element in the domain. In the implementation of 
the backprojection method of Barber and Brown (1985), no 
correction was made for angular non-uniformity of the equipo-
tentials, and no filtering was employed. A weighted correction 
was made to account for the fact that often a fraction of each 
elemental impedance was integrated between the equipotential 
lines. The results of this study indicated that the Y W T method 
was the only method to converge to zero error, and was the 
method which converged to the minimum error most rapidly. 
It is expected that the YWT method will converge quadratically, 
and the computation time and ill-conditioning of the Hessian 
matrix may be reduced through judicious choice of the methods 
used to calculate the Jacobian matrix. 

An implementation of the YWT algorithms by Jones and co­
workers uses several improvements in both data acquisition and 
numerical techniques. Among the computational methods in 
their recent work is "preconditioned voltage conversion," a 
technique which maps measured voltages to the computational 
domain in such a way that geometric distortions and numerical 
errors can be corrected. A block decomposition method allows 
conductivity within each finite element of the domain to vary 
so that results are continuous between elements (Lin et al , 
1993). Both bilinear and biquadratic exponentials are used as 
conductivity shape functions in this procedure (Jones et al., 
1994, and Jones, 1995). They report that the resulting resolution 
is comparable to that of much finer discrete meshes, but the 
computational effort involved is greatly reduced. To increase 
measurement sensitivity, Jones and co-workers use plate elec­
trodes instead of point electrodes to provide more uniform volt­
age gradients in the test object, and have increased the conduc­
tivity of water within the test object to reduce experimental 
error and improve image accuracy (Jones et al., 1994). 

Recent results of this work are presented in Fig. 7, which 
compares the actual geometry of three square insulators in a test 
phantom to a reconstructed image created using preconditioned 
voltage conversion and bilinear exponential shape functions. 
The biHnear shape function produces constant conductivity 
along straight lines, leading to jagged edges in the resulting 
images. Biquadratic exponential shape functions are now being 
tested; these can potentially model circular, elliptic, parabolic 
or hyperbolic lines of constant conductivity, producing sharp 
but continuous variations in conductivity. Work is also progress­
ing on a layer reduction method, in which layers above and 
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Fig. 7 Impedance image created using tlie technique of Jones et ai. 
(1994). The dashed lines maric the actual positions of the electrical insu­
lators in the water phantom. 

below the electrically excited layer of interest are "folded" 
into the central layer, allowing the three-dimensional problem 
to be solved two-dimensionally. (Jones et al., 1994, and Jones, 
1995). 

Issues related to the accuracy of EIT methods in general 
have been considered by several authors. For instance, EIT 
algorithms which employ a finite element method will have 
spatial resolution strongly dependent on the number and type 
of elements used in the mesh. Since the impedance distribution 
is not known a priori, the element boundaries will generally 
not coincide with the interfaces between regions of different 
impedance. Thus, sharp discontinuities in impedance will be 
smeared out over the area of the intersecting element. It is this 
smoothing of impedance distributions that poses problems for 
most EIT algorithms when applied to multiphase flows, because 
conductivity always varies discontinuously in such flows. Jones 
and co-workers (Jones et al., 1994, and Jones, 1995) have 
minimized this effect by using the exponential shape functions 
discussed above. 

In principle, the choice of electrode pairs used to determine 
the voltage projections is not important, since R^ projections 
are linearly independent, and all others are only linear combina­
tions of the independent set. In practice, because of the ill-
conditioning of the EIT problem and the resulting sensitivity to 
noise, the measurement pattern will influence the quality of 
the projection. For example, the backprojection method uses 
adjacent pairs of electrodes to inject the current and acquire the 
voltage projections (the ' 'neighboring method''). Alternatively, 
current injection and voltage measurements can be performed 
using electrodes which are diametrically opposed. Many other 
collection schemes have been proposed (Webster, 1990); dif­
ferences in the magnitude of the injected current arise between 
these collection methods. For example, the neighboring method 
may not inject significant amounts of current into the center of 
the domain when compared to the "opposite" method. As a 
result, the resolution in the interior of the domain may be com­
promised by "neighboring" measurements (Hua et al , 1987). 
Measurement patterns may be optimized for specific geome­
tries: Isaacson and Cheney (1990) have demonstrated that an 
optimal application of current to a radially-symmetric system 
takes the forms sin kO and cos kd, where k = 1 to K and K is 
half the number of circumferential electrodes around the test 
domain. This pattern excites all electrodes siniultaneously, forc­
ing current through the center of the domain as well as the 
edges, and the total current is the sum of currents at individual 
electrode-pairs. This approach was found to increase current 

flow and sensitivity and decreases noise effects. Jones et al. 
(1995) have applied voltage patterns involving Walsh functions 
to a rectangular domain and have obtained similar improve­
ments in imaging. 

The total time required to both collect and process a set of 
EIT projections depends strongly on the inversion algorithm 
employed and the number of electrodes. The UMIST group 
(Dickin et al , 1993) reports that their low frequency 16-elec-
trode system requires about 1 millisecond to acquire a set of 
projections, and Fasching and Smith (1991) report that their 
16-electrode system acquires a set of projections in 10 ms. 
However, the time required for image reconstruction varies 
widely depending on the inversion algorithm used. Using a 
personal computer, the UMIST group reported that inversion 
using backprojection took 24 seconds. Alternatively, the YWT 
method took 2 minutes to proceed through three iterations 
(Dickin et al., 1993). Jones et al. (1994) reported that the time 
needed for the YWT method to reconstruct an image increases 
as the 3.3 power of the number of elements, making detailed 
imaging prohibitive. The exponential block decomposition 
method now used in their investigations increases computation 
speed over the YWT method by three orders of magnitude. 

Finally, the experimental equipment necessary to acquire the 
projections for EIT imaging has been under development con­
current with the inversion algorithms. The UMIST group 
(Dickin et al., 1993) has been developing both high and low 
frequency excitation systems. The former may be used for liq­
uid-gas systems where the liquid conductivity is high, and the 
latter may be used when the system impedance is low. Stray 
impedances must be limited in high frequency systems, and the 
signal to noise ratio for the projection set must be maximized. 
Care must also be taken in the design of the electrode geometry, 
and the effects of contact resistance between the electrodes 
and the fluid must be minimized and/or accounted for in the 
reconstruction. Implementing these requirements can yield dra­
matic improvements in image quality, but can be expensive as 
well. The group has presented results for a 16-electrode low 
frequency system (from 75 to 153 kHz excitation frequency) 
which has been tested on static phantoms and on a transient 
system of two mixing liquids. A high frequency system (1.25 
MHz) has been implemented with 12 electrodes, with a noise 
level low enough to allow changes in void fraction of 2 percent 
to be detected (Huang et al , 1992). 

Fasching and Smith (1991) have implemented a capacitive 
system (400 kHz excitation frequency) to reconstruct the im­
pedance distribution in a fluidized bed. Their system uses 16 
evenly spaced circumferential electrodes and measures dis­
placement currents after a voltage field has been applied to the 
domain. Backprojection is used to reconstruct the impedance 
distribution. The researchers were able to detect transients in 
the fluidized bed which were consistent with the known phase 
distributions. 

Conclusion 

A variety of impedance probes have been devised for the 
study of multiphase flows. Probes have been developed to deter­
mine average or local void fractions, flow velocities, film thick­
nesses, and spatial phase distributions. Depending upon the 
properties of the various phases, changes in conductivity, capac­
itance, inductance, or a combination of these can be measured. 

Maxwell (1881) performed the first mathematical analysis 
to find the void fraction of a flow from the electrical properties 
of the phases. From this, the average void fraction can be deter­
mined for a region of a multiphase flow by measuring the bulk 
average impedance of the region. Bulk void fraction meters can 
be quite sensitive to the phase distribution of the flow, and 
investigators have worked to overcome this limitation. Xie et 
al. (1990) have developed plate electrode configurations which 
respond linearly to changes in flow concentration, while Geraets 
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and Borst (1988) determined that a helix electrode geometry 
with guard electrodes can measure void fraction in a pipe satis­
factorily over a variety of flow regimes. Another useful design 
applies rotating electric fields to overcome sensitivity to phase 
distributions in a pipe. Void fraction meters such as these may 
be used readily in oil-gas or air-water flows, and provide a high-
frequency response useful in studying time-dependent flows. 

Flush-mounted electrical probes are nonintrusive, but can 
only provide average measurements over the flow domain or 
local measurements near the flow boundary. Detailed examina­
tion of the local phase distribution over the entire flow domain 
often requires the insertion of an electrode probe into the flow; 
local probes have been used in such diverse applications as 
studies of ocean waves, cavitation, and fluidized beds. Evalua­
tion of the signals from local impedance probes is not straight­
forward, since analysis must include the influence of voids or 
particles in all areas of the electric field, and local probes may 
disturb the phase distribution and other flow properties. How­
ever, recent work by Revankar and Ishii (1992, 1993) with 
two-point and four-point sensors placed on orthogonal axes has 
provided satisfactory measurements of void fractions and bub­
ble velocities and dimensions in several vertical flow regimes. 

Electrical impedance tomography (EIT) may be thought of 
as a higher-order impedance method: a non-intrusive means to 
determine the local phase distribution throughout a region of 
the multiphase flow. EIT systems reconstruct the impedance 
distribution within a domain from voltage and current measure­
ments at the domain boundary. Beck and co-workers are devel­
oping an EIT system using linear backprojection between equip-
otential lines (Plaskowski et al., 1995). While the method has 
limitations on accuracy, particularly in air-water mixtures, fil­
tering and iteration have been used to refine the results of the 
method. Jones and co-workers (1994) are developing another 
EIT system and imaging algorithm based on the YWT method, 
but refined to correct geometric distortions and allow continuous 
properties between finite elements. Imaging tests have been 
performed with non-conducting objects in a water medium, and 
work on instrumentation and numerical methods continues in 
order to improve resolution. Present systems have Umited spatial 
resolution, however, work to improve both the hardware and 
software of EIT systems continues. 

In summary, while there is no single impedance probe that 
is universally applicable to measurements in multiphase flows, 
there are a number of well-developed techniques which do pro­
vide specific information in certain flows with low cost and 
reasonable accuracy. EIT systems now under development ap­
pear to offer particularly exciting possibilities for future non-
intrusive, full-field measurements of multiphase flow properties. 
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Frequency Dependence of Mass 
Flow Gain Factor and Cavitation 
Compliance of Cavitating 
Inducers 
Unsteady cavitation characteristics are analyzed based on a closed cavity model in 
which the length of the cavity is allowed to oscillate. It is shown that the present 
model blends smoothly into quasi-steady calculations at the low frequency limit, 
unlike fixed cavity length models. Effects of incidence angle and cavitation number 
on cavitation compliance and mass flow gain factor are shown as functions of reduced 
frequency. The cavity volume is evaluated by three methods and the results are used 
to confirm the accuracy and adequacy of the numerical calculations. By comparison 
with experimental data on inducers, it is shown that the present model can simulate 
the characteristics of unsteady-cavitation qualitatively. 

Introduction 
Unsteady characteristics of cavitating inducers were exten­

sively studied in the 1970's in relation to "POGO" instability 
which is a hydraulic system instability in the liquid rocket pro-
pellant feed line coupled with structural vibration (Rubin, 
1966). At an early stage, only cavitation compUance received 
attention. In the middle of the 1970's, however, it was realized 
that another characteristic of cavitation called "flow gain" or 
"mass fiow^ain factor" plays an important role (Young et al., 
1972) in instability of the hydraulic system including cavitating 
pumps (cavitation surge), and efforts were made to evaluate 
this factor. 

Recently, it was found that another type of cavitation instabil­
ity can cause shaft vibration of rocket pumps, i.e., rotating 
cavitation (Kamijo et al., 1993), which was also found to be 
caused by the positive mass flow gain factor (Tsujimoto et 
al., 1993). For the prediction of rotating cavitation, we need 
information about cavitation compliance and mass flow gain 
factor at significantly higher frequencies. Studies to date, how­
ever, have been limited to low frequencies relevant to surge 
analysis. 

Most analytical studies have been made under quasi-steady 
assumptions (Brennen and Acosta (1973), (1976)). The first 
study employing fully unsteady treatment was made by Kim 
and Acosta (1976) who established the mathematical formula­
tion for this type of problem. It should be noted, however, that 
they and later Nishiyama and Nishiyama (1980) assumed a 
fixed cavity length. Acosta and Furuya (1979) have clearly 
shown that such assumption does not allow the flow to blend 
smoothly into quasi-steady calculations. 

All of the above-cited studies deal with attached blade surface 
cavitations. Although it is clear that other forms of cavitation 
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980, Japan. 
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(e.g., bubble cavitation, vortex cavitation, and tip clearance 
cavitation), can, in practice, contribute to the dynamic charac­
teristics, the present paper treats only blade surface cavitation. 

The fundamental mathematical formulation of the present 
study was made by Furuya (1982) to allow the cavity length 
to oscillate. Unfortunately, a low frequency assumption was 
made in his study and no numerical results were given. In the 
present study, therefore, an attempt has been made to remove 
the assumption of low frequency and numerical results are given 
up to high frequencies required for the analysis of rotating 
cavitation. We treat here partial cavitations in a two-dimensional 
semi-infinite cascade, assuming applications to inducers. 

Outline of Mattiematical Formulation 
The purpose of the present calculations is to obtain the change 

of the blade surface cavity volume in a two-dimensional semi-
infinite cascade flow, as shown in Fig. 1, in response to the 
inlet pressure and velocity fluctuations normal to the cascade 
axis. The velocity components in the {x,y) directions are linear­
ized around the uniform steady flow U by writing 

q = {U + u,v') 

u = u, + ue'"^' 

u = D, -f ve' (1) 

with assumptions of both steady (subscript ,s) and unsteady 
(superscript ) disturbances being small. We map the complex 
conjugate velocity disturbance w = u - iv around a blade onto 
the upper half of the t, = £, + ir] plane by the following mapping 
function: 

d_ 
e-'^ In 1 + e'^ In 1 (2) 

The flow field in the ^-plane is shown in Fig. 2 in which the 
respective points are shown by the same letters as in Fig. 1. 
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Fig. 1 Flow configuration at pulsating cavity in cascade 

Complex Conjugate Velocity. Redefining M-velocity and 
pressure on the cavity surface as 

Fig. 2 An auxiliary plane, t, = g + ir), where the flow field is mapped 
onto the upper half plate 

Pv (3) 
2 

(8) 

and substituting these expressions into the A:-component of the 
momentum equation, we find 

On the wetted part of the blade surface, we should apply the 
flow tangency condition: 

and thus 

jujUc + U — = 
dx 

a, = ge-^'""' 

w4 
A: = ^ 

u 

0 (4) 

(5) 

(6) 

where A is a reduced frequency and g is an unknown constant. 
The cavity length / is allowed to oscillate around a steady-state 
value of Is: 

/ = 4 + te^"' 

The cavitation number is defined as 

Pu - Pv 

D = 0 (9) 

By using an analytical continuation to the lower half of the ^ 
plane and Plemelj's formula, we find the complex conjugate 
velocity disturbance w = u - iv with appropriate singularities 
at the leading edge and cavity terminus, satisfying the boundary 
conditions of Eqs. (5) , (8), and (9) to be as follows: 

w(C,0 = 
1 

VC(C-^(0) V27r Jo r - C 

TT J o 

"Vr(-v(o-C') e~^*'<^'" ' .rff '+A+SU (10) 

a = (7) 

and the upstream infinity pressure is written as 

Pi =Pis + pxe'"" 

The steady part of u^ in Eq. (3) is determined from the steady 
component of Bernoulli's equation: 

where A and B are unknown real constants with respect to i 
and represented by 

A= A,+ Ae'"' 

(11) 

which are determined in the following section. .s(0 is the time 
dependent cavity length in the mapping plane. 

Nomenclature 

d = cascade blade spacing 
/ = imaginary index in spatial domain 

j = imaginary index in time domain 
k = reduced frequency (UJIJU) 
K = cavitation compliance 
/ = cavity length 

M — mass flow gain factor 
Â  = flow velocity component normal to 

the axis of the cascade 
p = pressure 
q = \U + u,v) 
s = the coordinate on the ^-axis corre­

sponding to the end point of the cav­
ity 

t = time 
T = flow velocity component parallel to 

the axis of the cascade 

U = upstream uniform velocity in the x 
direction 

u = perturbed velocity component in the 
X direction 

V = perturbed velocity component in the 
y direction 

w = perturbed complex conjugate veloc­
ity (M - iv) 

a = flow incidence angle with the x axis 
P = vane angle = (n/2) — y 
y = geometric stagger angle of the cas­

cade 
^ = transform plane (^ + irj) 
I = horizontal coordinate in ^-plane 
T] = vertical coordinate in the ^-plane 

and cavity boundary coordinate in 
the z-plane 

p = fluid density 
(T = cavitation number 
T = transformed variable 
uj = angular velocity of fluctuation 

Superscript 

= fluctuating quantities 

Subscripts 

c = cavity 
s = steady state 
1 = upstream infinity 
2 = downstream infinity 
D = vapor 
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Determination of Flow 

We assume 

s{t) = s, + se'-^' (12) 

in the mapping plane. Then we have the following unknowns. 

• Steady components 

-s,. A, and fl, 

• Unsteady components 

-s. A, B, and g 

These constants are determined by the following: 
• Velocity disturbances at upstream infinity (2 conditions, 

corresponding to u and v) 
• Cavity closure 

For unsteady components, we should use the following relation 
in addition to the above, 

• The condition specifying the upstream pressure fluctua­
tion. 

For steady components, the condition of upstream pressure has 
already been incorporated through Eq. (8). 

Upstream Velocity. We consider the velocity fluctuation 
A î, which is normal to the cascade axis as shown in Fig. 1, and 
correspond to the flow rate fluctuation through the impeller. 
Then the velocity disturbances at A; = -oo are (uu, Vu) = (0, 
r cos 7 - Ni sin y) and («i, Oi) = (Ni cos y, -Ni sin y ) , 
with the nondisturbed flow U = Ni cos y + T sin 7 and a = 
tan"'(i)i^/[/). On the other hand, the velocity disturbance at x 
= -00 is given by wC^i). To facilitate the integrations in Eq. 
(10), we employ 

e = f (r.l) (13) 

Then the unsteady cavity surface 0 < ^ < . j ( t ) comes to —1 
< T < 1, which is no longer time dependent. This transforma­
tion allows us to treat cavities with fluctuating length. After this 
transformation, we separate steady and unsteady components 
under the assumption that the unsteady components are small. 
After all, the boundary conditions at upstream infinity can be 
represented as follows: 

Steady Part 

-iiT cos y - Ni sin y) = 

VT̂  dr' +A, + B,^i) (14) 
^ , + i , ( r ' + l ) / 2 

Unsteady Part 

Ni cos y + iNi sin y = 
VC.(C. - s.) 

1 i 

uc.-^. 
— Ss \ —z dT' + A, -I- SZi 

V87r ' J - , - C , + * . ( T ' + l ) / 2 ' ^ 7 

4n J: vr 
-^I+SAT' + l ) /2 

X e 
~jkx(,r')ll dr' + A + Bt;,i\ (15) 

Note that Eqs. (14) and (15) are both complex and we now 
have two conditions each, corresponding to u and v velocity 
components. Unlike Furuya's original formulation (1982), no 
expansion in terms of k was made in the present analysis so 
that it can be applied to higher frequency fluctuations. 

Closure Condition. The kinematical boundary condition 
on the cavity surface y = 77(̂ 1:, t) is 

dt dx 

The solution to this equation is given by 

(16) 

(x, n = — I vA X, t \dx 

= r7,(x(r, 0 ) + riix(T, t))e' 

axit)) ='-^ (f + 1) 

? W O ) = - y ^ ( r + 1) 

(17) 

(18) 

where v^x, t') with t' = t — {x - x)IU is given by - Imag 
{wi(,ix), t'). The second expression of Eq. (17) is obtained 
by using the transformations of Eqs. (18) and evaluating the 
cavity thickness at a position with fixed r . The cavity closure 
condition is 

ri{l{t),t) = Q (19) 

Using the transformation 5.' = s{t){T' + l ) / 2 and noting that 
Vc should be evaluated at time t' = t - (x - x)/U, v/e obtain 
the following expressions of the closure condition after linear­
ization: 

Steady Part 

- dr -(-^¥)/:pi 
t(-f)/:pf-'»' 

Unsteady Part 

0 = C31A + C32B + Ci3g + C34̂  (21) 

where C31 - C34 and h are given in Appendix A. 
For the steady components, the closure condition can also be 

represented through the continuity relation at upstream (C, = C,i) 
and downstream (^ = «=) infinity. This relation is represented by 

S, 
sin y . tan a cos y -H sin y , , , 
— ^ - sm y f : Â , 
cos y cos y — tan a sin y 

(22) 

27r V 2 J -

vr 
-C, + *,(r ' + l ) /2 

•dr' 

8 J-i 
Vl - T"'{T' + 1) 

( -^1 + j , ( r ' + l)/2)^ 
•dr' \s 

In the present study, Eq. (22) is used to determine the flow, 
and Eq. (20) is used to confirm the accuracy of numerical 
calculation. For the unsteady component, the continuity relation 
includes the change in cavity volume. Closure condition (21) 
is used for the determination of unknown parameters and the 
continuity relation is used for confirmation of accuracy as will 
be discussed later. 
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Pressure Condition. Through the integration of the x com­
ponent of the linearized Euler's equation from x = -°° to x == 
0, we obtain 

r ju>ue''-"dx+ U{u, + {le'"'-)\ = - -{p. - Pi) 
P 

Applying partial integration and using the conditions at up­
stream infinity and on the cavity, the unsteady part of the above 
equation yields 

-yw r du 

dx 
X — dx + U(g - cos ySl,) = ^ (23) 

where 

Pip = Pi- l i m ( - ; w p * c ) 

is the pressure fluctuation at the pump inlet, indicated by S = 
Pip/jpU^ after linearization. For the steady part, Eqs. (7) and 
(8) corresjjond to this relation. Since a can be represented in 
terms of A, B, g, and s, we can express Eq. (23) as follows: 

-juiJiA - jujJiB + {U - iLjJi)g - jojJi 

- Ul^i cos y + Pip (24) 

where Ji - J A are infinite integrals given in Appendix B. For 
the calculations of cavitation compliance or mass flow gain 
factor, conditions Ni = 0 and pip = 0 are, respectively, used. 

The unknowns and equations which can be used to determine 
them can be summarized as follows: 

Steady components (s,. A, and JS,) 

• Real and imaginary parts of Eq. (14), Eq. (22) 

Unsteady component (S,A,B and §) 

• Real and imaginary parts of Eq. (15), Eqs. (21) and (24) 

Cavitation Compliance and Mass Flow Gain Factor 

By representing the cavity area Vc as 

V, = -nix, t)dx = V„ + V,e'"' (25) 
Jo 

we can define cavitation compliance K and mass flow gain 
factor M as follows: 

K = 

M = 

diVJd^) _ i'^cld'')^. 

9o- PipliPV 

d(VJd^) _ {VJd')f^^.o 

d(Ni/U) f^JU 

(26) 

(27) 

Note that K and M are generally complex. 
In some cases, K and M are defined using W^ -f T^ or T in 

place of the representative speed U of the present paper. How­
ever, for the practical cases with small a and /?, the difference 
in the definition results in only a small difference in the results. 

Evaluation of Cavity Volume Fluctuation. The cavity 
volume fluctuation V^ was evaluated using the following three 
methods: 

(a) Integration of cavity thickness. Direct integration of Eq. 
(17) gives the following expression of ?, 

10' 

10" 

0-' 

" )S=15.0° 

: a =2.5° 

: a =7.5° 

Q =0. 1 7 ' ~ ~ - - ~ 0 ^ 
iCr=0.08 -̂̂ .̂̂  
•a =0.04 

X 

^ • s 

\ 
^ 

^\ 

1 

1 

-

-

-
1 

10 

0 t/d 1 

Fig. 3 The relation between steady cavity length / and cavitation number 
a for incident angles a = 2.5, 5.0 and 7.5 degrees 

K,=^^?J%(t)^^f 
AIT 

47r 

h 

h 
+ . s, \ l — + 2}r}s(T)—-—drs (28) 

The second term appears from r],(x(r, t)) since we evaluated 
the velocity at r = 2^(x)/s(t) - 1 which is fixed on the cavity 
surface but moving in the physical plane in accord with the 
change in cavity length, 
(b) Integration of Eq. (16). If we integrate Eq. (16), we obtain 

- v(x, t)dx+U \ ^dx= \ vAx, t)dx (29) 
dt Jo Jo dx Jo 

id / (O. we obt 

}U> Jo 

Since 77 = 0 at x = 0 and l(t), we obtain 

, t)dx 

Note that this equation is satisfied only when the cavity is 
closed. 
(c) Continuity relation. If we apply the continuity relation in 
the physical plane, we obtain 

l7.3 = - ( i ^ 2 - M ) (30) 

where Â2 and M can be obtained from Eq. (10) with î  = 00 
and C = Ci' respectively. 

K and M evaluated from Vci, ^ci and V,i are represented 
by KuK2, Ki and Mi, M2, M3 respectively. By comparison of 
these values, we confirm cavity closure conditions, continuity, 
and the accuracy of numerical integration. 

Results and Discussions 
Results are presented for an inducer with the vane angle 

^ = 15 deg (stagger 7 = 75 deg). The spacing d is set to be 2ir. 

Steady-State Characteristics. Figure 3 shows the relation 
between cavity length / and cavitation number a. The cavity 
shapes are shown in Fig. 4. We find that -dllda is larger for 
cavities with / > 8 for which the maximum thickness occurs 
at the locations where x > d = 2TT. W. was confirmed that 
r?(/) is less than 10"^^ which means that the present numerical 
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a-1.^^ a =5° . a =0.08 

a =0.08 

a =0.17 a =0.04 

Unsteady Cavitation Compliance. Figure 1(a) and (b) 
show the effects of incidence angle and mean cavitation number. 
Three values, ^ i , K2 and K^ are plotted. There is reasonable 
agreement between them, showing that the accuracy of numerical 
integration is sufficient and that the cavity closure and the continu­
ity relation are satisfied. We should note that they blend into the 
quasi-steady value at the limit of A: -» 0. The phase is advanced 
slightly, near A: = 1 for the cases with shorter cavities. This might 
be related to the shift of the cavity surface fluctuation from the 
standing wave type to the propagating wave type. This tendency 
becomes less significant for longer cavities. For fc > 2, the phase 
is constantly delayed with the increase in k. With the increase of 
k, the amplitude or the absolute value of K increases for shorter 
cavities, and decreases for longer cavities in this frequency range. 
It is interesting to observe that K is nearly equal for the cases with 
(o- = 0.08, a = 2.5 deg) and (a = 0.17, a = 5 deg) for which 
the steady cavity length is nearly equal but the thickness is quite 

0 1 

Fig 4 Steady cavity shapes under various conditions 

calculations have an accuracy such that the closure condition 
(20) is satisfied to this order. In Fig. 4, the cavity shape is 
compared with that of Stripling and Acosta (1962), in which 
an open cavity model was used. It is encouraging to find 
agreement in the shape of the front surface and general tenden­
cies, irrespective of the difference of the models. 

To check the validity of the present calculations, the shapes 
of the cavities from steady flow calculation and unsteady flow 
calculation with w = 0 are compared in Fig. 5 for the cases of 
fluctuations of incidence angle a and inlet pressure a. The results 
of unsteady calculation are shown as the sum of r?, and ^e^"'. To 
obtain reasonable agreement, it is necessary to consider fluctua­
tions of significantly small amplitude, especially for the case of 
inlet pressure fluctuation. Physically, this suggests the non-hnear 
feature of the problem. However, it was confirmed that the steady 
calculations agree with the quasi-steady calculations if we reduce 
the amplitude of the fluctuation. Figure 5 also shows that the 
change in the cavity thickness at fixed x due to 7]^ is nicely and 
smoothly cancelled by that due to fj. The present comparison 
assures the accuracy of the numerical integrations. 

Unsteady Cavity Sliape. Figure 6 shows the fluctuation of 
cavity shape. The upper figures show the instantaneous cavity 
shape for relatively large ampHtude fluctuations of CT = 0.025 ((a), 
(b)) and of a = 0.5 deg ((c), (d)). These values may be too 
large to be linear but were used to illustrate the characteristics of 
the cavity shape fluctuations. The lower figures show the fluctua­
tion of cavity thickness Arj at fixed chordwise location x. For this 
case, smaller amplitudes a = 0.0025 and a = 0.1 deg were used 
so as to preserve the linearity. (Nonlinearity appears in the present 
representation of linear calculation because of the curvature of 
cavity surface and rjs(x(r, t)).) Referring to Fig. 6(a) for inlet 
pressure fluctuation with k = 0, Arj has the opposite sign de­
pending on location x, either upstream or downstream of the loca­
tion with maximum cavity thickness, just as in the case of a 
standing wave. This is because a change in inlet pressure results 
mainly in a change in cavity length, with a nearly constant maxi­
mum thickness as shown in Fig. 4. For the case of k = 3 (Fig. 
6 (fc)), the cavity surface exhibits the propagating nature of waving 
motion downstream. For the case of incidence angle fluctuations 
with k = 0 (Fig. 6(c)), Ar? is almost linear with x and in phase, 
as can be understood from the steady cavity shape in Fig. 4. For 
^ = 3, the cavity shape has some propagating characteristics but 
not as significant as for the case of inlet pressure fluctuation. 
Rather, the phase delay which is almost constant over the cavity 
is more significant. 
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Fig. 5(a) Cliange in incidence angle a(a = 5.0 deg, a = 0.1 deg) 
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\ 
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Fig. 5(b) Cliange in cavitation number o- (cr = 0.17, a = 0.0025) 

Fig. 5 Comparison of cavity shape from steady flow calculation and 
unsteady flow calculation with «> = 0 
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Fig. 6(cf) Incident angle fluctuation, k = Z 

Fig. 6 Unsteady cavity shape 

different (see Fig. 4). Through further calculations, it was con­
firmed that M{k) and K{k) are dependent only on the steady 
cavity length /,, rather than on a and a. 

Unsteady Mass Flow Gain Factor. We again observe 
agreement between the results of the three evaluation methods 
of cavity volume, as shown in Fig. 8. It smoothly blends into 
the quasi-steady value when A -» 0. Unlike cavitation compli­

ance, the phase is smoothly delayed with the increase in k. 
This corresponds to the smooth delay in cavity thickness as 
shown in Fig. (>{a)-{d). We observe a nearly identical Mfor 
the cases with {a = 0.08, a = 2.5 deg) and {a = 0.17, a = 
5 deg) for which the steady cavity length is nearly the same. 

Comparisons Witli Former Studies. Although not shown, 
it was confirmed that the present calculations agree with quasi-
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Fig. 7(b) Effects of cavitation number 

Fig. 7 Unsteady cavitation compliance K 

steady calculations by Brennen and Acosta (1973) at the limit of 
A; -> 0. As to the comparison with unsteady calculations where the 
cavity length is fixed (Kim and Acosta, 1975, and Nishiyama and 
Nishiyama, 1980), they give different orders of magnitude. In partic­
ular, they do not have reasonable behavior at the limit of A: -* 0 as 
shown by the present calculations. 

In actual machines, the flow is highly three-dimensional, and 
such machines usually have large tip cavities with bubble cavit­
ations. We cannot, therefore, expect quantitative agreement, but it 
is still interesting to compare general tendencies. This is done in 
Figs. 9(a) and (b). (Theoretical results are given for a cascade 
with P = 10.27 deg which is typical for modem inducers. Compari­
sons with Figs. 7 and 8 show the effects of fi.) The data for 
the Space Shuttle Main Engine (SSME) low pressure oxidizer 
turbopump (LPOTP) are from the pioneering work of Brennen et 
al. (1982). They were obtained from independent sets of data on 
fluctuating pressure and flow rate at the inlet and outlet. The data 
for the 10.2 cm model in the literature are plotted here, although 
data for the 7.6 cm model have also been given. For the ARIANE 
V LOX inducer (lacopozzi et al. 1993), a similar experimental 
method was applied, but only oscillating pressure measurements 
were utiUzed in order to avoid technical difficulties related to flow 
measurements. Although K and M are given as functions of re­
duced frequency k* = ujd/U = k(d/l), there seems to be no 
systematic effect of fc*, and average values over fc* are plotted 
here. Both K and M are treated as real and are shown on the real 
axis. The data for tiie LE-7 LOX inducer (Shimura, 1993) were 
determined so that the peak frequency and the gain of a transfer 

function of a linear model of the hydrauric system agrees with 
those from experiments. Quasi-steady assumptions were made and 
the results are shown on the real axis. Unfortunately experimental 
uncertainties are not given in all of the above-cited reports. 

First let us consider K (Fig. 9(a)). Quasi-steady values for ARI­
ANE V and LE-7 are significanfly larger than the present calcula­
tions and the data of the SSME. The data for the 10.2 cm model 
of the SSME shown in the figure exhibit phase lag as the increase 
in k*, while the 7.6 cm model (Brennen et al., 1982, not shown 
here) shows a decrease in the magnitude with a nearly constant 
phase. 

The magnitudes of M (see Fig. 9(^7)) are of the same order 
for all the cases. For the SSME, the phase lags at smaller a but 
advances at larger cr. In the case of the 7.6 cm model (not 
shown here), the phase lags for all a, and thus the phase lag 
in the present calculations is considered to be realistic. 

Brennen (1978) proposed a bubbly flow model which pre­
dicts general tendencies of the transfer matrix fairly well. This 
model includes two empirical constants which are closely re­
lated to the magnitudes of the mass flow gain factor and cavita­
tion compliance. A phase advance in K and a phase delay in M 
with the increase in fc* are predicted by the model. 

The present theory predicts increases in the magnitudes of K 
and M with the decrease in a, which is more significant with K. 
This tendency can be seen in the data of ARIANE V and LE-7. 

Judging from the large discrepancies between the experi­
ments, further experimental work appears to be needed to deter­
mine the frequency dependence and the relative importance of 
various kinds of cavitation. The authors hope that the present 
study can serve as a guideline for such studies. 

Conclusion 
Cavitation compliance and mass flow gain factor were ob­

tained based on the closed cavity model in which the cavity 
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Fig. 8(s) Effects of Incidence angle 
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Fig. 0{b) Effects of cavitation number 

Fig. 8 Unsteady mass flow gain factor M 

406 / Vol. 118, JUNE 1996 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.125. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



a 

0.6 

0.4 

0.2 

0 

o-C 
(Is/d. 

-0.4 

-0.6 

-0.8 

a=4.16 3=10.27 
1 ' ' ' ' ' 

|oTheory| 

.08 o 

„s.o\ 

3.6̂  

jLO.3 

.,-0.37/ll-2 »•'* 
/ 0-0.10 \ 

ARIANE V LOX 
0-0.1)35-0.142 
k*=0.3-0.77 

1 
1--k>b0.1- * ^ / 

k'=0 / 

'•'' O-0.17 .V / 0-0.052 , 
4.6 (Wd.0.8B) / l .O A * ~ ~ J 

° V ^ 2.3 J V ^ /o.»°= P 

^•" ^ ^ \ A 0-0.069/ 

2.7 0.4/ 

(Il/d.i.l2) 

-E-7 LOX 
1-0.055,0.04 

i ktO.l 

-

/ J^-0 .2 

/ ' - • 0 . 4 
y^ 0-0.044 

0.5 

A S S M B 
LPOTP 

, 

0.1 0.2 0.3 0.4 o.a 0.6 
Real K 

Fig. 9(a) Cavitation compliance K 
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Fig. 9 Comparison with experiments. (The data for SSIVIE LPOTP are from Brennen et al. 1982, those for ARIANE V LOX are from lacopozzi et al. 
1993, and those for LE-7 LOX are from Shimura 1993.) 

length was allowed to oscillate. Although more elaborate cavity 
models might be possible, the present simple model provides 
the baseUne for analytical models and experiments. 

This study was partly supported by a Grant-in-Aid for Scien­
tific Research of the Ministry of Education. 
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Pressure Drop in Corrugated Pipes 

D. M. Bernhardt and C. K. Hsieh^ 

Introduction 
Corrugated pipes of thermoplastic composites surrounded by 

a protective polyester braid bonded to a straight-wall polyure-
thane casing are a durable alternative to many rigid piping 
systems. These pipes are highly flexible to the extent that they 
can be easily bent to facilitate installation and removal. They 
are ideally suited for use as underground piping, particularly in 
sinkhole and earthquake prone regions where localized ground 
movements have often been a concern for pipe failure. Using 
different inner wall materials makes these pipes compatible to 
a wide range of chemicals without corrosion problems. 

While the use of the corrugated pipes in engineering cannot 
be claimed as a new idea, the pressure drop in these pipes has 
often been overlooked. Indeed, the smooth surface of the plastic 
material fabricated in the form of corrugated ripples provides 
a roughness reading of 0.55 ± 0.05 ^m (22 ± 2 fi in) AA 
and surface contour that defies the use of the Moody diagram 
(Moody, 1944) to determine the pressure drop. The turbulent 
flow inside such pipes also precludes the development of a 
simple analysis for prediction of the head loss. An experiment 
must therefore be performed. This technical brief is offered for 
presentation of the experimental data for pressure loss inside 
the corrugated pipes of the geometries shown in Table 1. As 
will be shown, the final results are correlated in a dimensionless 
form to enhance their usefulness in design. 

Experiment 

Two corrugated pipes of 0.0381 m ( I j in) and 0.0635 m (2 
5 in) ID were chosen for tests because of their popularity for 
use in industry. The specifications of these pipes are detailed 
in Table 1. To cover the broad range of the flow rates tested 
for each pipe, three venturi meters with overlapped operating 
ranges were used. Each test section of corrugated pipe was 9.14 
m (30 ft) long with pressure taps located at each end of the 
section to measure the pressure drop. Before testing, the system 
was carefully vented to eliminate air pockets. 

To test the reproducibility of the data reported in this paper, 
the 0.0635 m ID pipe was tested twice with two different speci­
mens but of the same specification. Data were found repeatable 

Table 1 Specifications of corrugated pipes 
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SIZE 

0.0381 

0.0639 

Ri 

0.019 

0.031 

Ro 

0.02a 

0.034 

Rr 

0.0009 

o.oais 

Rn 

0.0021 

0.0026 

P 

0.0063 

0.0076 

ALL giHCNSIONS «RE IN HCTERS 

to within 2 percent. A smooth-bore PVC pipe of 0.0508 m (2 
in) ID was also tested in order to compare the test data with 
the empirical formula reported by Colebrook (1939) 

1 
fU2 = - 2 log 

e/d 2.51 

3.7 R e , / ' 
(1) 

where / is the friction factor, e is the pipe roughness, d is the 
diameter of the pipe, and Re is the Reynolds number defined 
in terms of the mean velocity and the diameter of the pipe. The 
test data were in good agreement with Colebrook's formula at 
low flow rates but slightly higher at large flow rates (up to 5 
percent at 1.58 E-2 mVs (250 gal/min)). The data reported in 
this paper have an error band of ±3 percent. 

Results and Discussion 

Tests were carried out at a water temperature of 16°C (60°F). 
Both pipes were tested at a lower flow rate of 3.15 EA m'/s 
(5 gal/min). The upper flow rate differs slightly. The small 
pipe was tested to 1.26 E-2 mVs (200 gal/min), whereas the 
large pipe was tested to 1.58 E-2 mVs (250 gal/min). These 
are the usual operating ranges for these pipe sizes. Test results 
indicated that the corrugated pipe has a much larger pressure 
drop than a smooth-bore pipe of the same roughness. For a 
smooth-bore pipe to have a comparable pressure drop as the 
corrugated pipes, the surface would have a roughness as large 
as 3.175 E-3 m (0.125 in), which corresponds to a riveted steel 
pipe (Moody, 1944). Yet, the pressure drop of the riveted pipe 
is slightly higher than the corrugated pipe at low flow rates but 
lower at high flow rates. Thus, if the pressure drop is expressed 
in terms of the friction factor, the friction factor of the smooth­
bore pipe holds constant at large Reynolds numbers as is well 
known from the Moody diagram. However, in the case of the 
corrugated pipes, the friction factor behaves differently—it 
holds steady for Reynolds number in the range of 10" to 4 X 
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Fig. 1 Friction factor versus Reynolds number plot for corrugated pipes 

10". Beyond this range, the friction factor rises steadily as 
shown in Fig. 1. 

It is believed that the pressure drop in the corrugated pipes 
is caused by different mechanisms. Unlike the turbulent flow 

in a smooth-bore pipe in which the surface roughness displaces 
the logarithm-law velocity profile, the pressure drop in the cor­
rugated pipes is the result of the combination of the head loss 
in the core region outside the wall ripples and the loss in the 
recirculation zone inside the corrugation recess. This flow pat­
tern persists at the low Reynolds numbers in the turbulent region 
and as a result, the friction factor stays constant. However, at 
large Reynolds numbers this flow pattern is disrupted. At large 
Reynolds numbers, the flow in the core region is able to pene­
trate into the corrugation recess. This results in a smaller recircu­
lation region. At the same time, the flow impinges on the down­
stream side of the corrugation wall thus resulting in an increase 
in the pressure loss. Notice that, irrespective of the variations 
in the pipe size corrugation, the friction factor data in Fig. 1 
converge nicely. A single formula is thus correlated as 

f=\n(Co + C, Re^+ Q ReJ) 

where 

Co = 1.05534 Ci = 0.72094£'-7 C2 - 0.75129£-13 

This empirical formula should enhance the usefulness of the 
results presented in this paper. 
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Effect of Laminar Flow Control by 
Suction on Separation 

Jamal A. Masad^ and Ridha Abid^ 

Laminar flow separation decreases lift and increases the pres­
sure drag on aerodynamic surfaces, which results in a reduced 
efficiency of these surfaces (Schlichting, 1979). Furthermore, 
separation strongly enhances the onset of laminar-turbulent tran­
sition (Masad and Malik, 1994), and the skin-friction drag of 
turbulent flow is much larger than its counterpart in laminar 
flow. Application of surface suction allows the boundary layer 
to overcome stronger adverse pressure gradients before separa­
tion occurs, so that it can be used to remove the decelerating 
fluid particles and delay or prevent laminar separation. 

Separation of the boundary layer on aerodynamic surfaces 
commonly occurs because of relatively long regions of adverse 
pressure gradient that result from the curvature of the surface. 
Moreover, on practical aerodynamic surfaces, separation can be 
caused by a strong, localized adverse pressure gradient that can 
result from an isolated roughness element. Isolated roughness 
elements are an unavoidable part of the design of an aerody­
namic surface, including roughness elements such as flush 
screw-head slots or steps and gaps at the joints between the 
wing and the control surfaces on airplane flaps. Other roughness 
elements can result from manufacturing; these include surface 
waviness or incorrectly installed flush rivets. Furthermore, 
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roughness on aerodynamic surfaces can result from material 
degradation (corrosion), rain erosion, insect impingement, and 
icing. Laminar flow control experimental (Hahn and Pfen-
ninger, 1973) and computational (Masad and Iyer, 1994) stud­
ies showed clearly that suction delays the onset of transition in 
flow over a roughness element. These studies also showed that 
the optimal stabilizing location of a suction strip is downstream 
of the roughness element. In this study, we evaluate how does 
the suction which is used to laminarize the flow influence sepa­
ration. Furthermore, we compare the optimal stabilizing location 
of a suction strip with its optimal location for preventing or 
delaying separation. 

We consider a two-dimensional subsonic flow around a single 
smooth two-dimensional hump on a flat plate. We consider a 
two-parameter family of symmetric hump shapes given by 

y h* 

where 

and 

z = 

i * = Z^/(^) = ''/(^) 

2(x* - L*) 2(x - 1) 

h 

f{z) = 
1 - 3z' + 2\z\\ if k l ^ 1 

0, if kl > 1 

(1) 

(2) 

(3) 

Here, h* is the symmetric hump dimensional height, and 
\.t is the dimensional length of the hump with the center located 
at x* = L*. 

The roughness element under consideration could produce 
separation bubbles behind it. In such flows, both a strong vis-
cous-inviscid interaction and an upstream influence exist. The 
conventional boundary-layer formulation fails to predict such 
flows; therefore, we use the interacting boundary-layer (IBL) 
theory to analyze them. The capability of the IBL to accurately 
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10". Beyond this range, the friction factor rises steadily as 
shown in Fig. 1. 

It is believed that the pressure drop in the corrugated pipes 
is caused by different mechanisms. Unlike the turbulent flow 

in a smooth-bore pipe in which the surface roughness displaces 
the logarithm-law velocity profile, the pressure drop in the cor­
rugated pipes is the result of the combination of the head loss 
in the core region outside the wall ripples and the loss in the 
recirculation zone inside the corrugation recess. This flow pat­
tern persists at the low Reynolds numbers in the turbulent region 
and as a result, the friction factor stays constant. However, at 
large Reynolds numbers this flow pattern is disrupted. At large 
Reynolds numbers, the flow in the core region is able to pene­
trate into the corrugation recess. This results in a smaller recircu­
lation region. At the same time, the flow impinges on the down­
stream side of the corrugation wall thus resulting in an increase 
in the pressure loss. Notice that, irrespective of the variations 
in the pipe size corrugation, the friction factor data in Fig. 1 
converge nicely. A single formula is thus correlated as 

f=\n(Co + C, Re^+ Q ReJ) 

where 

Co = 1.05534 Ci = 0.72094£'-7 C2 - 0.75129£-13 

This empirical formula should enhance the usefulness of the 
results presented in this paper. 
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Laminar flow separation decreases lift and increases the pres­
sure drag on aerodynamic surfaces, which results in a reduced 
efficiency of these surfaces (Schlichting, 1979). Furthermore, 
separation strongly enhances the onset of laminar-turbulent tran­
sition (Masad and Malik, 1994), and the skin-friction drag of 
turbulent flow is much larger than its counterpart in laminar 
flow. Application of surface suction allows the boundary layer 
to overcome stronger adverse pressure gradients before separa­
tion occurs, so that it can be used to remove the decelerating 
fluid particles and delay or prevent laminar separation. 

Separation of the boundary layer on aerodynamic surfaces 
commonly occurs because of relatively long regions of adverse 
pressure gradient that result from the curvature of the surface. 
Moreover, on practical aerodynamic surfaces, separation can be 
caused by a strong, localized adverse pressure gradient that can 
result from an isolated roughness element. Isolated roughness 
elements are an unavoidable part of the design of an aerody­
namic surface, including roughness elements such as flush 
screw-head slots or steps and gaps at the joints between the 
wing and the control surfaces on airplane flaps. Other roughness 
elements can result from manufacturing; these include surface 
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roughness on aerodynamic surfaces can result from material 
degradation (corrosion), rain erosion, insect impingement, and 
icing. Laminar flow control experimental (Hahn and Pfen-
ninger, 1973) and computational (Masad and Iyer, 1994) stud­
ies showed clearly that suction delays the onset of transition in 
flow over a roughness element. These studies also showed that 
the optimal stabilizing location of a suction strip is downstream 
of the roughness element. In this study, we evaluate how does 
the suction which is used to laminarize the flow influence sepa­
ration. Furthermore, we compare the optimal stabilizing location 
of a suction strip with its optimal location for preventing or 
delaying separation. 

We consider a two-dimensional subsonic flow around a single 
smooth two-dimensional hump on a flat plate. We consider a 
two-parameter family of symmetric hump shapes given by 

y h* 

where 

and 

z = 

i * = Z^/(^) = ''/(^) 

2(x* - L*) 2(x - 1) 

h 

f{z) = 
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Here, h* is the symmetric hump dimensional height, and 
\.t is the dimensional length of the hump with the center located 
at x* = L*. 

The roughness element under consideration could produce 
separation bubbles behind it. In such flows, both a strong vis-
cous-inviscid interaction and an upstream influence exist. The 
conventional boundary-layer formulation fails to predict such 
flows; therefore, we use the interacting boundary-layer (IBL) 
theory to analyze them. The capability of the IBL to accurately 
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predict the flow field under consideration was established by 
comparing its results with the results of Navier-Stokes (NS) 
solvers (e.g., Ragab et al., 1990). Details of the IBL formulation 
for the compressible subsonic flow under consideration are 
available in many references. 

In the results presented in this work, the surface suction ve­
locity v„, is made nondimensional with respect to the free-stream 
streamwise velocity U^; therefore, v^ ~ v^/US, where u* is 
the dimensional surface suction velocity which is negative for 
suction. The free-stream Reynolds number Re is defined as 

Re = 
USL* 

(4) 

where i/S is the free-stream dimensional kinematic viscosity. 
We emphasize here that L* is the dimensional distance from 
the leading edge of the flat plate to the center of the hump and 
X is made nondimensional with respect to L*; therefore, x 
= x*IL*. As a result, the hump is centered aX. x = 1. In the 
computations in this work, the nondimensional length of the 
hump X.ft = \flL* is 0.2, so that the hump is located between 
X = 0.9 and 1.1. In the case of suction through a strip, the 
nondimensional length of the strip is denoted by \, and is made 
nondimensional with respect to L*; therefore, X.., = \flL*. The 
nondimensional distance x between the leading edge of the flat 
plate and the center of the suction strip is denoted by Xc- For 
the compressible flow calculations, the free-stream temperature 
is 300 K, the Prandtl number is constant and equal to 0.72, and 
the variation of viscosity with temperature is governed by the 
Sutherland formula. 

We first examine the effect of continuous uniform suction on 
preventing flow separation. With IBL, we compute the subsonic 
flow field over a flat plate with a hump of height h, which 
causes the flow to separate. Low-level uniform suction ij„, is 
applied over the entire plate, and the flow field is recomputed. 
The uniform suction level v„ is then increased, and the flow 
field is recomputed again. This procedure is continued until the 
value of D„ at the point where separation is prevented (incipient 
separation) is determined. The determined suction level t;„ is 
then plotted against the hump height h. Various heights that 
cause separation are considered; for each height, the minimum 
value of v„ that prevents separation (the incipient separation 
point) is determined. The combinations of h and v„ are plotted 
for two free-stream Mach numbers M« = 0 and 0.8; these resuhs 
are shown in Fig. 1. As the hump height h increases, the suction 
level u,„ needed to prevent separation increases, and the variation 
of v„ with h is almost linear at both Mach numbers. Note in 
figure 1 that compressibiUty enhances separation. For example, 
at v„ = 0, the hump height that causes incipient separation 
at Mo. = 0 is /! = 0.00201, whereas at M„ = 0.8, it is 
h = 0.00162. 

The suction used in computing the results in Fig. 1 is uniform 
and is applied everywhere on the flat plate. Nonuniform suction 
is more efficient for delaying transition in laminar flow control 
applications. For this reason, we consider the possibility of 
localized surface suction through a strip. To explore this possi­
bility, we considered incompressible flow over a hump with 
height h = 0.0021. At this height and with no suction, the flow 
separates at x = 1.07 and reattaches at A; = 1.1 with a maximum 
flow reversal of 0.04 percent. A suction strip of length \ , = 0.2 is 
placed at various locations. The suction level needed to prevent 
separation is determined for each suction-strip location. The 
variation of the suction level i),„ with the location of the center 
of the suction strip x^ is shown in Fig, 2. The circles indicate 
the points at which the actual computations were made, and the 
circles are connected. Recall here that the hump is located be­
tween X = 0.9 and 1.1. Figure 2 shows clearly that the optimal 
location of the suction strip for preventing separation (the loca­
tion with minimum v„) is within the hump. However, on laminar 
flow control surfaces it is most unlikely to have suction within 
the roughness element, then it follows from Fig. 2 that the 
optimal practical location of the suction strip for preventing 
separation is upstream of the hump. Suction strips located down­
stream of the roughness element require the most suction. The 
further the suction strip is placed in either the upstream or 
downstream directions, the more suction is required to prevent 
separation. The large levels of suction needed to prevent separa­
tion when the suction strip is placed in a downstream location 
are due to the relatively weak upstream influence the suction 
has on the flow field. Upstream, the suction has a much greater 
influence on the flow field. Figure 2 also shows the results for 
h = 0.0022. At this height with no suction, the maximum flow 
reversal is 0.14 percent and the suction level needed to prevent 
separation is obviously larger than that needed at /i = 0.0021 
at all suction-strip locations. The general features of the vari­
ation of v^ with Xc at h = 0.0022 are similar to those at 
h = 0.0021. 

In the results shown in Fig. 2, we assume that the flow is 
laminar. Linear stability calculations, coupled with the empirical 
e'^ method (N =9), predict the transition onset location for the 
conditions shown in Fig. 2 with no suction to be at jc = x, 
= 1.9 for /t = 0.0022. Both a reduction in the height to h = 
0.0021 and the application of suction increase the value of x,. 

In Fig. 2, the length of the suction strip X, is 0.2. To investi­
gate the effect of varying the suction-strip length on the occur­
rence of separation, we consider incompressible flow over a 
hump of height h = 0.0021 and suction strips of three different 
lengths Xs of 0.2, 0.1, and 0.05. At various locations, the suction 
level needed to prevent separation for each of the three strips 
is determined. The results of these computations are shown in 
Fig. 3 in which the product Xj • v„ (proportional to the total mass 
flux) is plotted against the location of the center of the suction 
strip. Figure 3 clearly shows that the optimal practical location 
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Fig. 2 Variation of discrete suction level needed to prevent separation 
withi location of center of suction strip ( \ , = 0.2) at M. = 0 
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for a suction strip to prevent separation is upstream of the hump. 
A reduction in the suction-strip length results in a more efficient 
(less total mass flux) application of suction. The results in Figs. 
1-3 are for Re = lO", and it is known that flow separation 
phenomenon depends on the Reynolds number. Additional cal­
culations at Re = 0.2 X 10̂  and 0.6 X 10* show all the reached 
conclusions to hold at these Reynolds numbers as well. The 
hump's height needed to cause separation increases as Re de­
creases. 

In summary, it is found that although the optimal stabilizing 
location of a suction strip on a laminar flow control surface 
with a roughness element is downstream of the roughness ele­
ment, the optimal practical location of the suction strip for 
preventing separation is upstream of the roughness element. A 
relatively long suction strip is found to be more optimal in 
delaying or preventing separation than a short strip. 

in ocean going vehicles by means of electro-magneto hydrody-
namic forces (also called MHD, EMHD, or Lorentz forces), 
which can be generated by crossing magnetic and electric fields 
within the liquid boundary layer (Branover, 1978). Recent ex­
periments on the subject have been reported by Nosenchuck 
(1994) and Henoch and Stace (1995). Nosenchuck attempted 
to control the production of turbulence in a turbulent boundary 
layer by inhibiting the well-known near-wall ejections attributed 
to the bursting process of turbulence production. He injected 
an electrolytic solution in the near-wall region of a turbulent 
boundary layer developing in a medium of fresh water. The 
orientation of the electro-magnetic field was such that the re­
sulting Lorentz force was directed toward the wall. The force 
was confined to where the electrolyte was concentrated. A sig­
nificant reduction of turbulence and drag was reported. On the 
other hand, Henoch and Stace (1995) experimented with salt 
water and they applied Lorentz force to the near-wall region in 
the streamwise direction. 

It is desirable to apply the minimal amount of Lorentz force 
localizing it where required. Since the constituent vortices in a 
turbulent boundary layer have a preferred orientation, an in­
clined force field could minimize the amplitude requirement. 
Because of measurement difficulties, the data base of the effects 
of Lorentz force in sea water turbulent boundary layer is limited. 
An understanding of the interaction process of Lorentz force 
with the vortices, which are the building blocks of turbulence, 
would be beneficial. Here, this interaction process is studied 
through a structural model of the turbulent boundary layer, de­
veloped earlier by Bandyopadhyay and Balasubramanian 
(1995a; henceforth called B&B 1995a). The structural model 
of the canonical flat plate turbulent boundary layer is subjected 
to a Lorentz force, and a full numerical simulation of the effects 
has been carried out. The objective is to get insight and to 
determine the most beneficial direction of Lorentz force. 

References 
Hahn, M., and Pfenninger, W., 1973, "Prevention of Transition Over a Back­

ward Step by Suction," Journal of Aircraft, Vol. 10, pp. 618-622. 
Masad, J. A., and Iyer, V., 1994, "Transition Prediction and Control in Subsonic 

Flow over a Hump," Phys. Fluids, Vol. 6, No. 1, pp. 313-327. 
Masad, J. A., and Malik, M. R., 1994, "On the Link Between Flow Separation 

and Transition Onset," AIAA Paper No. 94-2370. 
Ragab, S. A., Nayfeh, A. H., and Krishna, R. C , 1990, "Stability of Compress­

ible Boundary Layers over a Smooth Backward-Facing Step," AIAA Paper No. 
90-1449. 

Schlichting, H., 1979, Boundary-Layer Theory, 7th ed., McGraw-Hill, New 
York. 
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2 Structural Modeling of the Interaction of Lorentz 
Force Witli a Vortex in a Siiear Flow 

The components of the structural model are shown in Fig. 1. 
There are two sub-models, one is of the basic canonical flat 
plate turbulent boundary layer, and the other is of the Lorentz 
force. Put simply, the former has three essential elements within 
a computational domain that represents a unit volume of turbu­
lence production: a flat wall, a (Blasius) mean shear (Oz) and 
a coherent vortex in the transverse plane that is inclined at 45 
degrees to the flow direction (Wz). This is reminiscent of Reyn­
olds decomposition of Navier-Stokes equations for turbulent 
flows into mean (ftz) and fluctuating components (wz). The 
details of the structural model of the turbulent boundary layer, 
of numerical computations and of the comparison of the statis­
tics of turbulence obtained from the model to those from mea­
surements and other numerical simulations, are given in B&B 
(1995a). For a lack of space, these details will not be repeated 
here. 

^ 

^ 
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^ 
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Computational Box/ 
Unit Flow Domain 
with Lorentz Force 

Fig. 1 A schematic representation of the structural model of the canoni­
cal flow and Lorentz force. The vortex lies in the inclined cross-stream 
plane. 
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Fig. 3 Variation of the total mass flux needed to prevent separation with 
various locations of suction-strip center at M„ = 0 

for a suction strip to prevent separation is upstream of the hump. 
A reduction in the suction-strip length results in a more efficient 
(less total mass flux) application of suction. The results in Figs. 
1-3 are for Re = lO", and it is known that flow separation 
phenomenon depends on the Reynolds number. Additional cal­
culations at Re = 0.2 X 10̂  and 0.6 X 10* show all the reached 
conclusions to hold at these Reynolds numbers as well. The 
hump's height needed to cause separation increases as Re de­
creases. 

In summary, it is found that although the optimal stabilizing 
location of a suction strip on a laminar flow control surface 
with a roughness element is downstream of the roughness ele­
ment, the optimal practical location of the suction strip for 
preventing separation is upstream of the roughness element. A 
relatively long suction strip is found to be more optimal in 
delaying or preventing separation than a short strip. 

in ocean going vehicles by means of electro-magneto hydrody-
namic forces (also called MHD, EMHD, or Lorentz forces), 
which can be generated by crossing magnetic and electric fields 
within the liquid boundary layer (Branover, 1978). Recent ex­
periments on the subject have been reported by Nosenchuck 
(1994) and Henoch and Stace (1995). Nosenchuck attempted 
to control the production of turbulence in a turbulent boundary 
layer by inhibiting the well-known near-wall ejections attributed 
to the bursting process of turbulence production. He injected 
an electrolytic solution in the near-wall region of a turbulent 
boundary layer developing in a medium of fresh water. The 
orientation of the electro-magnetic field was such that the re­
sulting Lorentz force was directed toward the wall. The force 
was confined to where the electrolyte was concentrated. A sig­
nificant reduction of turbulence and drag was reported. On the 
other hand, Henoch and Stace (1995) experimented with salt 
water and they applied Lorentz force to the near-wall region in 
the streamwise direction. 

It is desirable to apply the minimal amount of Lorentz force 
localizing it where required. Since the constituent vortices in a 
turbulent boundary layer have a preferred orientation, an in­
clined force field could minimize the amplitude requirement. 
Because of measurement difficulties, the data base of the effects 
of Lorentz force in sea water turbulent boundary layer is limited. 
An understanding of the interaction process of Lorentz force 
with the vortices, which are the building blocks of turbulence, 
would be beneficial. Here, this interaction process is studied 
through a structural model of the turbulent boundary layer, de­
veloped earlier by Bandyopadhyay and Balasubramanian 
(1995a; henceforth called B&B 1995a). The structural model 
of the canonical flat plate turbulent boundary layer is subjected 
to a Lorentz force, and a full numerical simulation of the effects 
has been carried out. The objective is to get insight and to 
determine the most beneficial direction of Lorentz force. 
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Force Witli a Vortex in a Siiear Flow 

The components of the structural model are shown in Fig. 1. 
There are two sub-models, one is of the basic canonical flat 
plate turbulent boundary layer, and the other is of the Lorentz 
force. Put simply, the former has three essential elements within 
a computational domain that represents a unit volume of turbu­
lence production: a flat wall, a (Blasius) mean shear (Oz) and 
a coherent vortex in the transverse plane that is inclined at 45 
degrees to the flow direction (Wz). This is reminiscent of Reyn­
olds decomposition of Navier-Stokes equations for turbulent 
flows into mean (ftz) and fluctuating components (wz). The 
details of the structural model of the turbulent boundary layer, 
of numerical computations and of the comparison of the statis­
tics of turbulence obtained from the model to those from mea­
surements and other numerical simulations, are given in B&B 
(1995a). For a lack of space, these details will not be repeated 
here. 
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Fig. 1 A schematic representation of the structural model of the canoni­
cal flow and Lorentz force. The vortex lies in the inclined cross-stream 
plane. 
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Fig. 2 Lorentz force distribution across the boundary layer used In pres­
ent modeling 

2.1 Modeling of Lorentz Force. The present numerical 
study examines a sea water like flow medium where Hartmann 
number is very low. Here, Lorentz force appears primarily by 
the crossing of electric and magnetic fields near the wall. The 
indirect effects of the flow back on the electromagnetic field 
can be neglected in this case, and the primary effect which 
needs to be modeled is that of the directly applied Lorentz force 
only. The Lorentz force considered has a distribution as shown 
in Fig. 2. Here, y* represents vertical distances from the wall in 
wall units yUJv, where U^ is friction velocity and v is kinematic 
viscosity. The distribution is held constant in both the stream-
wise and spanwise directions within the computational box (Fig. 
1). The force peaks ai y^ = 15, which is known to be the 
location where turbulence production reaches a maximum 
value. It drops off exponentially above that height. In other 
words, the force field is practically confined to a thin layer 
above the wall. A parametric study has been conducted where 
the force (L) is allowed to lie in the planes and act in the 
directions, as given in the following five cases: 

in the pointing upstream (L^ < 0, Lj, = 0: Case 1), or pointing 
downstream (L^ > 0, Ly = 0: Case 2) direction, in a wall-
parallel plane, 

outward (L^ = L, > 0: Case 3), or wallward (L .̂ = L,, < 0: 
Case 4) , in a cross-stream plane inclined downstream at 45° to 
the flow direction, and 

wallward (L^ = 0, Ly < 0: Case 5) , in a wall-normal cross-
stream plane. 

In Fig. 1, the depicted force acts in a wall-parallel plane. It 
can be expected that Case 1 will lead to a drag reduction and 
Case 2, to a drag increase. 

The force field has been modeled as a nondimensional peak 
pressure gradient term | L | = (J X B)/{q„/Xo). Here, J is 
current, B is magnetic field strength, q„ is dynamic head and 
Xo is a length scale. The non-dimensionalizing velocity scale 
is freestream velocity U^ and the length scale is the inflow 
development length of the Blasius base flow. L̂  and Ly are 
components of L in the x and y directions, respectively. In the 
experiments of Nosenchuck (1994), the peak value of L was 
0.1-0.2 (0.1 in Fig. 2) . This range was deduced from a mag­
netic field strength B = 0.03 W/m^, an applied current J of 
100-200 C/m^/s, and a freestream velocity of 0.15 m/s. The 
meaning of an applied Lorentz force of peak amplitude 0.1 can 
be understood by noting the following. In the upstream pointing 
direction, it causes a perturbation in skin friction by a maximum 
of only 2%, whereas a 100% perturbation is required to separate 
the boundary layer locally. 

Table 1 Results of structural modeling of the effects of 
Lorentz force on the root-mean-square of wall pressure 
fluctuations 

Lorentz force 

Lorentz force 
Off 

L, = 0 
L, = 0 

3.25 

Case 1: 

L,<0 
Ly = 0 

2.67 

Lorentz force: 
On 

Case 2: 

L, > 0 

3.83 

Case 5: 

Ly < 0 

2.77 

2.2 Wall-Pressure. Full numerical solution of the con-
vecting vortex and the base flow within the computational box 
(Fig. 1), under the influence of the Lorentz force (Fig. 2), has 
been carried out in the manner given in B&B (1995a and b) . 
The distributions of the root-mean-square (rms) of the local 
pressure fluctuations across the boundary layer show that the 
effect of the Lorentz force shown in Fig. 2 remains confined to 
a small near-wall region of the shear layer (B&B 1995b), as 
desired. The calculated wall-pressure values are summarized in 
Table 1. In Table 2, the measurements of rms wall-pressure in 
unforced turbulent boundary layers, in laboratory and flight, are 
summarized. The symbols are as follows: p„, is root-mean-
square of wall-pressure fluctuations, Ur is friction Velocity, Re,? 
is Reynolds number based on momentum thickness, Re .̂, which 
pertains to flight data, is Reynolds number based on streamwise 
distance from the nose of the aircraft, and M is flight Mach 
number. As a basic validation of the modeUng, Tables 1 and 2 
show that wall pressure in the unforced case, obtained from the 
present structural model, is in the range of measurements. 

Table 1 shows that, an EMHD forcing which gives rise to a 
wall-jet like near-wall acceleration (Case 2), enhances wall 
pressure rms by 17.8 percent. In contrast, an EMHD forcing 
applied in the upstream direction (Case 1), that is similar to a 
near-wall deceleration, leads to a suppression of wall pressure 
rms also by 17.8%. Furthermore, a wallward EMHD forcing, 
similar to that of Nosenchuck (1994), leads to a suppression 
of wall pressure rms by 14.8%. 

2.3 Skin Friction. The strategy for turbulence control de­
pends on whether a mean flow or a perturbation variable is the 
objective. In many engineering applications, while it is neces­
sary to suppress the wall pressure fluctuations, in order to reduce 
the attendant turbulence induced noise, when it comes to skin 
friction, the reduction of the mean flow drag is what is more 
important. Furthermore, it is useful to separate the effects of 
Lorentz force on the vortex and those on the base flow. The 
latter is a "brute" force method of drag reduction, while the 
former offers the potential for benefit by "subtle" application. 
In the "time-averaged" sense of an experiment, these two ef­
fects get smeared. The effects of Lorentz force on skin friction 
are, therefore, presented by showing the detailed streamwise 
distribution within the computational box. This allows the two 
effects to be distinguished in space. 

The effects of the EMHD forces on skin friction are shown 
in Fig. 3, nondimensionalizing the results by base flow skin 
friction and boundary layer thickness. Again, roughly two sepa-

Table 2 Measurements of RMS of wall pressure fluctua­
tions in the absence of Lorentz force 

Source/variable 
Laboratory: 

(Willmarth, 1975) 
Flight: Boeing 737 Forward 

(Bhatt, 1971) 

Reynolds number Res £ 4 X 10* 

2.3-3.6 

Re, 10*, M 

3.4 

0.6 
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rate regimes of EMHD effect can be discerned: a short region 
of effect on the vortex followed by a long region of effect 
primarily on the base shear flow. In cases 1 and 4, where the 
EMHD force or a component of it acts in the upstream pointing 
direction, in the first region where the vortex resides, skin fric­
tion is increased in the upstream half of the vortex, and it is 
reduced in the downstream half, compared to the reference case 
of non-EMHD base flow with vortex. In contrast, the skin fric­
tion trend is reversed when the EMHD force acts in the down­
stream pointing direction (cases 2 and 3): in the upstream half 
of the vortex, skin friction is reduced, while it is increased in 
the downstream half; skin friction is increased in the remaining 
base flow as well. 

The effects of the Lorentz force on the near-wall organized 
"turbulent" motion, with reference to the non-EMHD vortex-
cum-base flow case are depicted schematically in Fig. 4. The 
motions considered are the streamwise perturbation velocities. 
Note that these are not the complete perturbation velocities over 
the Blasius base flow, but are those due to the Lorentz force 
only, and are in addition to the perturbation due to the vortex 
over the Blasius base flow. The streamwise perturbation veloci­
ties are derived from Fig. 3. A mean velocity profile made fuller 
by a downstream pointing perturbation vector leads to higher 
skin friction, and an upstream pointing perturbation vector has 
the opposite effect. The perturbation pattern due to the EMHD 
force is simple: the perturbations are converging toward the 
vortex over the entire unit domain of turbulence production 
when the MHD force is upstream pointing, and they are diverg­
ing from the vortex when the force is pointing downstream. 

Figures 3 and 4 offer several control strategies for the reduc­
tion of skin friction. First, a continuous application of EMHD 
force derives benefit largely by affecting the base flow. Second, 
a maximum drag reduction is achievable by phase-matching the 
applied force to the passage of the vortex, as well as by varying 
the direction of the applied force: applying a downstream point­
ing force in the upstream-half of the vortex, followed by an 
upstream pointing force in the remaining half of the vortex, as 
well as in the base flow. Here also the force is appUed over the 
entire surface. However, in the third strategy, the force can be 
applied only selectively to the vortex and not to the base flow. 
After the arrival of the vortex is sensed at a station, in the 
downstream half, the force can be appUed in the upstream point­
ing direction, which could be subsequently reversed to the 
downstream pointing direction in the upstream half of the vor­
tex. Because the direction of Lorentz force can be reversed by 
simply switching the polarity of the applied DC field, imple­
menting these seemingly complicated selective control schemes 
may not be difficult (Bandyopadhyay and Castano, 1996). Fig­
ure 4 leads to the conclusion that, phase-matching and pulsing 
the applied Lorentz force to the quasi-periodically convecting 
constituting hairpin vortices in a turbulent boundary layer, could 
lead to a drag reduction. 
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Fig. 4(b) 

Fig. 4 Streamwise perturbation velocities near the wail due to Lorentz 
force. Lorentz force: upstream-pointing (a), and downstream-pointing 
(6). 
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Fig. 3 Effects of Lorentz force on detailed skin friction in the unit flow 
domain 

An operational Chebyshev Tau approach was used to establish 
temporal eigenvalue stability spectra for pipe-Poiseuille flows, 
using the Sexl equation which was transformed to remove the 
singularity at the origin. Substantial deviations were noted be­
tween the long-standing results of Davey and Drazin (1969) 
which are scattered and display branching patterns, and those 
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rate regimes of EMHD effect can be discerned: a short region 
of effect on the vortex followed by a long region of effect 
primarily on the base shear flow. In cases 1 and 4, where the 
EMHD force or a component of it acts in the upstream pointing 
direction, in the first region where the vortex resides, skin fric­
tion is increased in the upstream half of the vortex, and it is 
reduced in the downstream half, compared to the reference case 
of non-EMHD base flow with vortex. In contrast, the skin fric­
tion trend is reversed when the EMHD force acts in the down­
stream pointing direction (cases 2 and 3): in the upstream half 
of the vortex, skin friction is reduced, while it is increased in 
the downstream half; skin friction is increased in the remaining 
base flow as well. 

The effects of the Lorentz force on the near-wall organized 
"turbulent" motion, with reference to the non-EMHD vortex-
cum-base flow case are depicted schematically in Fig. 4. The 
motions considered are the streamwise perturbation velocities. 
Note that these are not the complete perturbation velocities over 
the Blasius base flow, but are those due to the Lorentz force 
only, and are in addition to the perturbation due to the vortex 
over the Blasius base flow. The streamwise perturbation veloci­
ties are derived from Fig. 3. A mean velocity profile made fuller 
by a downstream pointing perturbation vector leads to higher 
skin friction, and an upstream pointing perturbation vector has 
the opposite effect. The perturbation pattern due to the EMHD 
force is simple: the perturbations are converging toward the 
vortex over the entire unit domain of turbulence production 
when the MHD force is upstream pointing, and they are diverg­
ing from the vortex when the force is pointing downstream. 

Figures 3 and 4 offer several control strategies for the reduc­
tion of skin friction. First, a continuous application of EMHD 
force derives benefit largely by affecting the base flow. Second, 
a maximum drag reduction is achievable by phase-matching the 
applied force to the passage of the vortex, as well as by varying 
the direction of the applied force: applying a downstream point­
ing force in the upstream-half of the vortex, followed by an 
upstream pointing force in the remaining half of the vortex, as 
well as in the base flow. Here also the force is appUed over the 
entire surface. However, in the third strategy, the force can be 
applied only selectively to the vortex and not to the base flow. 
After the arrival of the vortex is sensed at a station, in the 
downstream half, the force can be appUed in the upstream point­
ing direction, which could be subsequently reversed to the 
downstream pointing direction in the upstream half of the vor­
tex. Because the direction of Lorentz force can be reversed by 
simply switching the polarity of the applied DC field, imple­
menting these seemingly complicated selective control schemes 
may not be difficult (Bandyopadhyay and Castano, 1996). Fig­
ure 4 leads to the conclusion that, phase-matching and pulsing 
the applied Lorentz force to the quasi-periodically convecting 
constituting hairpin vortices in a turbulent boundary layer, could 
lead to a drag reduction. 
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Fig. 4 Streamwise perturbation velocities near the wail due to Lorentz 
force. Lorentz force: upstream-pointing (a), and downstream-pointing 
(6). 
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temporal eigenvalue stability spectra for pipe-Poiseuille flows, 
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of the present work which manifest a more orderly progression 
of the stable high-order eigenvalues. Formal distinctions are 
made between errors arising from round-off, basis truncation, 
and poor choice of basis function: the inaccuracies in Davey 
and Drazin's data are thought to have arisen from the latter 
two effects. 

1 Introduction 

It is generally accepted in the literature that Poiseuille-pipe 
flows do not possess a neutral stability curve and that such 
flows are unconditionally stable to infinitesimal axisymmetric 
and nonaxisymmetric disturbances (see for example Davey and 
Drazin, 1969; Salwen et al., 1980). Two papers that have pre­
sented comprehensive distributions of eigenvalues are those by 
Davey and Drazin (1969) and Schmid and Henningson (1994). 
The latter authors attributed the scatter in Davey and Drazin's 
spectra to the effect of roundoff and the characteristic splitting 
of their mean mode branch to truncation errors. The aim of the 
present research was to employ an operational Chebyshev Tau 
spectral approach (Ortiz and Samara, 1983) to establish eigen­
value spectra for Hagen-Poiseuille flows, in order to (i) further 
formalize the effect of truncation on the position of the lower 
fork, and (ii) highlight another source of error in such systems, 
beyond those discussed by Schmid and Henningson. 

U and pipe radius R. The boundary conditions at the pipe wall 
are given by <^(1) = <^'(1) = 0, and the constraints at the 
origin <^(0)/r = <f)' (0)/r = 0 ensure boundedness at this singu­
lar point. 

Initial attempts to solve Eq. (1) , along with its auxiliary 
conditions, using the pipe Poiseuille velocity profile « = 1 
- r^, led to only algebraic (rather than spectral) convergent 
behaviour. This was ascribed to the existence of the singularity 
at the origin which was subsequently removed by the transfor­
mation <j>(r) = r^^{r). When incorporated into Eq. (1) this 
led to the system below in which the pipe centreline constraints 
are implicitly satisfied and only wall conditions need be applied: 

[P - 2a^Q + aV2](^ 
a RCR 

= (u - c)[Q - a^r^]^ - [Su]^ (2) 

where 

P = r^D* + 6rD^ + 3D^ - 3-D, 
r 

Q = r^D^ + 3rD, S = r^D^ rD and 
dr 

2 Formulation and Solution 
The well-established Sexl equation governing the stability of 

pipe flows (see for example Drazin and Reid, 1981) is 

[(L - aY]<t) = (u- c)[L - a^]<j) - [Lu]<t> (1) 
a RBR 

with L s d^/dr^ - {\lr)dldr; u = axial velocity; r = radial 
co-ordinate; <̂  = amplitude function; RCR = Reynolds number; 
a = wave number; c = phase velocity. The quantities have 
been scaled with respect to the cross-sectional mean velocity 

The transformed system is a complex eigenvalue problem of 
the form f ( a , c, RCR) = 0 with a = a^ + ia, and c = c^ + 
ic,. The temporal stability formulation was adopted, in which 
the wavenumber a is real and a linear eigenvalue problem re­
sults with complex eigenvalues c. Thus, for a fixed a and RCR, 
temporal instability is implied by c, > 0 in the context of an 
equation possessing the form {Ac - B)4> = 0. This was solved 
using a modified operational-Tau approach, together with 
expansions in Chebyschev polynomials. Construction and solu­
tion of the complex linear matrix-eigenvalue problem was con­
ducted in Matlab using the Q-Z algorithm with double-precision 
arithmetic. 
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Fig. 1 Eigenvalue spectra for a = 1, Ren =" 5,000: (i), Davey and Drazin 
(1969); (ii), present data for N = 46; (ill), present data for Af = 80 

3 Results and Discussion 
Figure 1 shows eigenvalues (a = 1; Re^ = 5,000) generated 

by the current method for orders of solution A'̂  = 46; 80, together 
with those of Davey and Drazin (1969) for N -21. The present 
eigenvalue spectrum for Â  = 46 has about the same position 
of the lower branching point as Davey and Drazin's spectrum, 
but with none of the scatter displayed by their results. In view 
of Schmid and Henningson's (1994) work, it was tempting to 
attribute the scatter to roundoff errors: however Davey and 
Drazin performed double precision calculations, rendering this 
an unUkely factor. It is important to note that they used eigen-
functions (a Bessel function series) from a system similar to the 
Sexl equation as basis functions. While this was a superficially 
logical choice, it is flawed because such functions do not share 
the property of infinite differentiability with the ostensibly sim­
pler Chebyshev or Legendre polynomials. Hence, poor choice 
of basis functions appears to have been the most likely reason 
for the scatter. This highlights the fact that for a given set of 
scattered results calculated at sufficient order of solution it is 
not easy to distinguish between the adverse contributions of 
roundoff and poor choice of basis function. Further, Drazin and 
Reid comment that the spectrum given by Davey and Drazin 
for ReR = 5000 shows two families of modes unexplained by 
the asymptotic theory—the two lower branches which diverge 
below c, =̂  — 1. As may be seen in Fig. 1 the data set correspond­
ing to Af = 46 yields a lower fork similar to that of Davey and 
Drazin: however the feature disappears on this scale of axes 
when the order is increased to N = 80. Arising from this the 
superimposed eigenvalue spectra at several different values of 
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Fig. 2 The present eigenvalue spectrum for a = 1, RCR = 5,000, with 
varying N to show the order-dependent nature of the iower forit 

N and plotted at a much larger scale in Fig. 2 show that the 
fork occurs at diminishing values of c, As the order of the 

solution increases. Therefore, as corroborated by Schmid and 
Henningson (1994), this feature has been clearly introduced by 
the finite order discretisation (basis truncation), and is spurious 
to the continuum system. Furthermore, eigenvalues that were 
previously ill-determined in the basis truncated at a lower order, 
retain their identity and become convergent to the line c, = 
2/3 as the order increases. For the sake of clarity the ordinate 
has been limited to the range 0 < c, ^ - 2 5 : however the most 
negative value of c, diminishes rapidly with increasing order 
(Ci =̂  - 6 X lO' for Â  = 150). The left and right-hand forks 
are bounded in that they asymptote to ĉ  = 0 and c, = 1, 
respectively, while the number of "bad" eigenvalues they con­
tain is virtually invariant with N. 

4 Conclusions 
While this study essentially confirms the results of of Schmid 

and Henningson (1994), it draws a more precise distinction 
between various sources of error in the calculations of eigenval­
ues. To summarize: basis truncation affects the number of prop­
erly converged eigenvalues as indicated by the position of the 
lower fork, while decimal precision affects scatter; however an 
inappropriate choice of basis function exacerbates both conver­
gence and scatter. 
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The Laser-Doppler velocimeter data presented by Ol9men 
and Simpson (1992) for the Olgmen flow at 8 measurement 
stations in a three-dimensional turbulent boundary layer have 
been remeasured using the five component laser-Doppler veloci­
meter (5CLDV) probe apparatus of Olgmen and Simpson 
(1995a). Further details of the new data set are presented by 
Ol9men and Simpson (1995b). The purposes of this brief note 
are to report on the discrepancies between the C)l9men and 
Simpson (1992) and the Olfmen and Simpson (1995b) data, 
to provide an explanation, and to present the new set of data 
to be deposited in the Journal of Fluids Engineering Data Bank. 

* Data have been deposited in the JFE Data Bank. To access the file for this 
paper, see instruction on p. 427 of this issue. 
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Table 1 
odds 

Uncertainties in measured quantities witli 20:1 

New data set Old data set 

UlUref 
vm„, 

w'^OJlf 
-UV/UJef 
—Tiw/Uref 
-mv/UJef 

±0.0031 
±0.0011 
±0.0025 
±0.00014 
±0.00005 
±0.00007 
±0.00008 
±0.00004 
±0.00002 

±0.023 
±0.015 
±0.018 
±0.0007 
±0.0003 
±0.0004 
±0.0004 
±0.0004 
±0.0003 

Both sets of measurements were made in air at U„f «* 27.5 
m/s in a wing-body junction flow (Rce «> 6000 at 0.75 chord 
upstream of the wing). Details of the old LDV system are 
described by Ol9men (1990). 

One reason for these discrepancies is believed to be due to 
the complicated LDV setup for the old data. The old data were 
obtained with three discrete optical component systems located 
along the side and under the wind tunnel. In order to determine 
the shear stresses, mean velocity and normal stress components 
were measured from two of these optical systems. Mean veloc­
ity and normal stress components were measured four times 
and the shear stresses were measured twice, using two different 
frequency domain analyzers, the swept spectrum analyzer, and 
the DANTEC Burst Spectrum Analyzer. The two separate data 
sets obtained using these two signal processors showed good 
agreement between mean velocities and normal stresses but 
large differences between the shear stress components, espe­
cially for vw. 
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N and plotted at a much larger scale in Fig. 2 show that the 
fork occurs at diminishing values of c, As the order of the 

solution increases. Therefore, as corroborated by Schmid and 
Henningson (1994), this feature has been clearly introduced by 
the finite order discretisation (basis truncation), and is spurious 
to the continuum system. Furthermore, eigenvalues that were 
previously ill-determined in the basis truncated at a lower order, 
retain their identity and become convergent to the line c, = 
2/3 as the order increases. For the sake of clarity the ordinate 
has been limited to the range 0 < c, ^ - 2 5 : however the most 
negative value of c, diminishes rapidly with increasing order 
(Ci =̂  - 6 X lO' for Â  = 150). The left and right-hand forks 
are bounded in that they asymptote to ĉ  = 0 and c, = 1, 
respectively, while the number of "bad" eigenvalues they con­
tain is virtually invariant with N. 

4 Conclusions 
While this study essentially confirms the results of of Schmid 

and Henningson (1994), it draws a more precise distinction 
between various sources of error in the calculations of eigenval­
ues. To summarize: basis truncation affects the number of prop­
erly converged eigenvalues as indicated by the position of the 
lower fork, while decimal precision affects scatter; however an 
inappropriate choice of basis function exacerbates both conver­
gence and scatter. 
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Both sets of measurements were made in air at U„f «* 27.5 
m/s in a wing-body junction flow (Rce «> 6000 at 0.75 chord 
upstream of the wing). Details of the old LDV system are 
described by Ol9men (1990). 

One reason for these discrepancies is believed to be due to 
the complicated LDV setup for the old data. The old data were 
obtained with three discrete optical component systems located 
along the side and under the wind tunnel. In order to determine 
the shear stresses, mean velocity and normal stress components 
were measured from two of these optical systems. Mean veloc­
ity and normal stress components were measured four times 
and the shear stresses were measured twice, using two different 
frequency domain analyzers, the swept spectrum analyzer, and 
the DANTEC Burst Spectrum Analyzer. The two separate data 
sets obtained using these two signal processors showed good 
agreement between mean velocities and normal stresses but 
large differences between the shear stress components, espe­
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Fig. 1 Mean velocities measured at Station 5. ( )„ and ( )„ denote 
"oid" and "new" data, respectiveiy 

Fig. 5 uvlU%, shear stress measured at Station 5 
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Fig. 6 uw/Ulif shear stress measured at Station 5 
Fig. 2 u^lU'r,, normal stress measured at Station 5 
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Fig. 3 V^/UM normal stress measured at Station 5 

Fig. 7 vw/U^t shear stress measured at Station 5 

Fig. 8 Flow angle calculated at Station 5 
Fig. 4 w^lU%, normal stress measured at Station 5 

The new LDV setup is a fiber-optic, two color system 
allowing measurements at y"̂  «i 3 and above at high Reynolds 
numbers. The system is located in close proximity to the mea­
surement location. Probe volume size is «i30 //m in diameter. 
This results in increased spatial resolution of the system, and 

less velocity gradient broadening in the probe volume. New 
data were obtained with three MACRODYNE model FDP3100 
frequency domain processors in coincidence mode. The 20:1 
odds uncertainties of the old and the new data are given in 
Table 1. The uncertainties of the data sets clearly indicate that 
the new data set is more reliable. 
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Fig. 9 

The figures show the old and new data obtained at the Station 
5 with two different LDV techniques in local freestream coordi­
nates. The data clearly show that the mean velocities are in good 
agreement with each other. However, there is less agreement 
between the two data sets for the normal stresses and Uv and 
uw shear stress data. The two data sets are much different for 
the vw data. Especially below y/S <=> 0.03, these differences are 
believed to be due to the large gradient-broadening corrections 
(Durst et al., 1981) applied to the old data set near the wall, 
which affected only the normal and shear stresses. Quoted un­
certainties on the old data set do not reflect uncertainties due 
to the gradient-broadening corrections. For example. Fig. 2 and 

Fig. 4 show low values near the wall due to lack of spatial 
resolution and gradient-broadening effects. Near the wall the 
shear stresses are much more scattered in the old data set (Figs. 
5, 6, and 7). Outer layer differences for the stresses are believed 
to be due to the finite-transit-time broadening (Durst et al., 
1981) applied to the old data. The new data set was not cor­
rected for these broadening effects. 

Data Bank Contribution 
The new data set have been deposited to the JFE data bank. 

These include profiles of all quantities shown in Figs. 1-9 
for stations 1-7 that are discussed by Ol9men and Simpson 
(1995b). 
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